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Althoughvarious aspects of what iswa known as thermodynamicsae been of interest since antigit
formal study legan only in the early 19th century through consideration of thévenpdwer of hed:

the capacity of hot bodies to prodweerk. Today the scope isnger, dealing generally witenegy ard
entopy, and with relationships among thepertiesof matte. Moreover, in the past 25 years engineerin
thermodynamics has ungene a evolution, both in terms of the presentation of fundamentals mnd i
the manner that it is applied. In partiaykhe secondav of thermodynamics has emged as anféective
tool for engineering analysis and design
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2-2 Section 2

2.1 Fundamentals

Classical thermodynamics is concerned primarily with the macrostructure of matter. It addresses the
gross characteristics of large aggregations of molecules and not the behavior of individual molecules.
The microstructure of matter is studied in kinetic theory and statistical mechanics (including quantum
thermodynamics). In this chapter, the classical approach to thermodynamics is featured.

Basic Concepts and Definitions

Thermodynamics is both a branch of physics and an engineering science. The scientist is normally
interested in gaining a fundamental understanding of the physical and chemical behavior of fixed,
quiescent quantities of matter and uses the principles of thermodynamics to rededpehtéesof matter.
Engineers are generally interested in studgygfemsnd how they interact with thesurroundingsTo

facilitate this, engineers have extended the subject of thermodynamics to the study of systems through
which matter flows.

System

In a thermodynamic analysis, tegstem ighe subject of the investigation. Normally the system is a
specified quantity of matter and/or a region that can be separated from everything else by a well-defined
surface. The defining surface is known asdbmetrol surfaceor system boundaryrhe control surface

may be movable or fixed. Everything external to the system sutireundingsA system of fixed mass

is referred to as eontrol masr as aclosed systemhen there is flow of mass through the control
surface, the system is calleccantrol volumepr open, systemAn isolatedsystem is a closed system

that does not interact in any way with its surroundings.

State, Property

The condition of a system at any instant of time is callegtét®.The state at a given instant of time

is described by the properties of the systemrdperty is anygquantity whose numerical value depends

on the state but not the history of the system. The value of a property is determined in principle by some
type of physical operation or test.

Extensiveproperties depend on the size or extent of the system. Volume, mass, energy, and entropy
are examples of extensive properties. An extensive property is additive in the sense that its value for the
whole system equals the sum of the values for its gatensiveproperties are independent of the size
or extent of the system. Pressure and temperature are examples of intensive properties.

A mole isa quantity of substance having a mass numerically equal to its molecular weight. Designating
the molecular weight by and the number of moles bythe massn of the substance im = ni. One
kilogram mole, designated kmol, of oxygen is 32.0 kg and one pound mole (lbmol) is 32.0 Ib. When
an extensive property is reported on a unit mass or a unit mole basis, it is cgltadfiaproperty. An
overbar is used to distinguish an extensive property written on a per-mole basis from its value expressed
per unit mass. For example, the volume per mole is , whereas the volume per unitunasd the
two specific volumes are related by 2.

Process, Cycle

Two states are identical if, and only if, the properties of the two states are identical. When any property
of a system changes in value there is a change in state, and the system is said to yrdeess.a

When a system in a given initial state goes through a sequence of processes and finally returns to its
initial state, it is said to have undergoneyale.

Phase and Pure Substance

The termphaserefers to a quantity of matter that is homogeneous throughout in both chemical compo-
sition and physical structure. Homogeneity in physical structure means that the mattsolid, alt all
liquid, or all vapor (or equivalently allgas). Asystem can contain one or more phases. For example, a
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system of liquid water and water vapor (steam) contaiasphases. Apure substancés one that is

uniform and invariable in chemical compositidnpure substance can exist in more than one phase, but

its chemical composition must be the same in each phase. For example, if liquid water and water vapor
form a system with two phases, the system can be regarded as a pure substance because each phase ha
the same composition. The nature of phases that coexist in equilibrium is addressephage¢heile
(Section 2.3, Multicomponent Systems).

Equilibrium

Equilibrium means a condition of balance. In thermodynamics the concept includes not only a balance
of forces, but also a balance of other influences. Each kind of influence refers to a particular aspect of
thermodynamic (complete) equilibriunthermal equilibrium refers to an equality of temperature,
mechanicalequilibrium to an equality of pressure, aplklaseequilibrium to an equality of chemical
potentials (Section 2.3, Multicomponent Syster@$j)emicalequilibrium is also established in terms of
chemical potentials (Section 2.4, Reaction Equilibrium). For complete equilibrium the several types of
equilibrium must exist individually.

To determine if a system is in thermodynamic equilibrium, one may think of testing it as follows:
isolate the system from its surroundings and watch for changes in its observable properties. If there are
no changes, it may be concluded that the system was in equilibrium at the moment it was isolated. The
system can be said to be ateqquilibrium stateWhen a system isolated,it cannot interact with its
surroundings; however, its state can change as a consequence of spontaneous events occurring internally
as its intensive properties, such as temperature and pressure, tend toward uniform values. When all such
changes cease, the system is in equilibrium. At equilibrium. temperature and pressure are uniform
throughout. If gravity is significant, a pressure variation with height can exist, as in a vertical column
of liquid.

Temperature

A scale of temperature independent ofttte@mometric substanégcalled athermodynamitemperature
scale. The Kelvin scale, a thermodynamic scale, can be elicited from the second law of thermodynamics
(Section 2.1, The Second Law of Thermodynamics, Entropy). The definition of temperature following
from the second law is valid over all temperature ranges and provides an essential connection between
the severabmpirical measures of temperature. In particular, temperatures evaluated usingtant-
volume gas thermometare identical to those of the Kelvin scale over the range of temperatures where
gas thermometry can be used.

The empiricalgas scaleis based on the experimental observations that (1) at a given temperature
level all gases exhibit the same value of the prodoict p is pressure and@  the specific volume on
a molar basis) if the pressure is low enough, and (2) the value of the prpduct increases with the
temperature level. On this basis the gas temperature scale is defined by

1, ,
T=Rim(e)
whereT is temperature anR  theuniversal gas constarithe absolute temperature at thiple point
of water(Section 2.3P-v-T Relations) is fixed by international agreement to be 273.16 K dfetkien
temperature scal®® tisen evaluated experimentally Rs= 8.314 kJ/kmol - K (1545 ft - Ibf/lbmotR).
The Celsius termperature scafalsocalled the centigrade scale) uses the degree Celsiysnhich
has the same magnitude as the kelvin. Thus, tempediffierencesre identical on both scales. However,
the zero point on the Celsius scale is shifted to 273.15 K, as shown by the following relationship between
the Celsius temperature and the Kelvin temperature:

T(°C) = T(K) -273.15 (2.1)

On the Celsius scale, the triple point of water is @0and O K corresponds to —273C5
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2-4 Section 2

Two other temperature scales are commonly used in engineering in the U.S. By definilRamkine
scale,the unit of which is the degree rankiri&), is proportional to the Kelvin temperature according to

T(°R) = 1.8T(K) (2.2)

The Rankine scale is also an absolute thermodynamic scale with an absolute zero that coincides with
the absolute zero of the Kelvin scale. In thermodynamic relationships, temperature is always in terms
of the Kelvin or Rankine scale unless specifically stated otherwise.

A degree of the same size as that on the Rankine scale is usedrahtbeheit scalebut the zero
point is shifted according to the relation

T(°F) = T(°R) - 459.67 (2.3)
Substituting Equations 2.1 and 2.2 into Equation 2.3 gives
T(°F) =1.8T(°C) +32 (2.4)

This equation shows that the Fahrenheit temperature a€ehpoint(0°C) is 32°F and of thesteam
point (100°C) is 212F. The 100 Celsius or Kelvin degrees between the ice point and steam point
corresponds to 180 Fahrenheit or Rankine degrees.

To provide a standard for temperature measurement taking into account both theoretical and practical
considerations, the International Temperature Scale of 1990 (ITS-90) is defined in such a way that the
temperature measured on it conforms with the thermodynamic temperature, the unit of which is the
kelvin, to within the limits of accuracy of measurement obtainable in 1990. Further discussion of ITS-
90 is provided by Preston-Thomas (1990).

The First Law of Thermodynamics, Energy

Energy is a fundamental concept of thermodynamics and one of the most significant aspects of engi-
neering analysis. Energy can s®redwithin systems in various macroscopic forms: kinetic energy,
gravitational potential energy, and internal energy. Energy can alsartsformedfrom one form to
another andransferredbetween systems. For closed systems, energy can be transfemwedk@and

heat transferThe total amount of energy t®nservedn all transformations and transfers.

Work

In thermodynamics, the termork denotes a means for transferring energy. Work is an effect of one
system on another that is identified and measured as follows: work is done by a system on its surroundings
if the sole effecbn everything external to the systeould have beethe raising of a weight. The test
of whether a work interaction has taken place is not that the elevation of a weight is actually changed,
nor that a force actually acted through a distance, but that the soleceffletbethe change in elevation
of a mass. The magnitude of the work is measured by the number of standard weights that could have
been raised. Since the raising of a weight is in effect a force acting through a distance, the work concept
of mechanics is preserved. This definition includes work effects such as is associated with rotating shafts,
displacement of the boundary, and the flow of electricity.

Work doneby a system is considered positi¥:> 0. Work doneon a system is considered negative:
W < 0. The time rate of doing work, @ower, is symbolized byW and adheres to the same sign
convention.

Energy

A closed system undergoing a process that involves only work interactions with its surroundings
experiences aadiabaticprocess. On the basis of experimental evidence, it can be postulateti¢hat

© 1999 by CRC Press LLC



Engineering Thermodynamics 2-5

a closed system is altered adiabatically, the amount of work is fixed by the end states of the system and
is independent of the details of the proc@¢ss postulate, which is one way tfiest law of thermody-
namicscan be stated, can be made regardless of the type of work interaction involved, the type of
process, or the nature of the system.

As the work in an adiabatic process of a closed system is fixed by the end states, an extensive property
calledenergycan be defined for the system such that its change between two states is the work in an
adiabatic process that has these as the end states. In engineering thermodynamics the change in the
energy of a system is considered to be made up of three macroscopic contributions: the éfaetie in
energy, KEassociated with the motion of the systesra wholeelative to an external coordinate frame,
the change in gravitationgbtential energy, PEassociated with the position of the systaesna whole
in the Earth’s gravitational field, and the changenternal energy, Uwhich accounts for all other
energy associated with the system. Like kinetic energy and gravitational potential energy, internal energy
is an extensive property.

In summary, the change in energy between two states of a closed system in terms of Yhg efork
an adiabatic process between these states is

(KE, - KE,) +(PE, - PE,) +(U, -U,) = -W,, (2.5)

where 1 and 2 denote the initial and final states, respectively, and the minus sign before the work term
is in accordance with the previously stated sign convention for work. Since any arbitrary value can be
assigned to the energy of a system at a given state 1, no particular significance can be attached to the
value of the energy at state 1 oramty other state. Onlychangesin the energy of a system have
significance.

The specific energy (energy per unit mass) is the sum of the specific internal engrgyspecific
kinetic energy, ¥2, and the specific gravitational potential energy, gz, such that

2

specific energy:u+v?+gz (2.6)

where the velocity v and the elevation z are each relative to specified datums (often the Earth’s surface)
andg is the acceleration of gravity.
A property related to internal energy pressurg, and specific volume is enthalpy defined by

h=u+pv (2.7a)

or on an extensive basis

H=U+pV (2.7b)

Heat

Closed systems can also interact with their surroundings in a way that cannot be categorized as work,
as, for example, a gas (or liquid) contained in a closed vessel undergoing a process while in contact
with a flame. This type of interaction is callech@at interaction,and the process is referred to as
nonadiabatic.

A fundamental aspect of the energy concept is that energy is conserved. Thus, since a closed system
experiences precisely the same energy change during a nonadiabatic process as during an adiabatic
process between the same end states, it can be concluded thettethergy transfer to the system in
each of these processes must be the same. It follows that heat interactions also involve energy transfer.
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2-6 Section 2

Denoting the amount of energy transfertec closed system in heat interactions@ythese consid-
erations can be summarized by thesed system energy balance:

(U, -u,) +(KE, -KE,) +(PE, - PE,) =Q-W (2.8)

The closed system energy balance expresses the conservation of energy principle for closed systems of
all kinds.

The quantity denoted b9 in Equation 2.8 accounts for the amount of energy transferred to a closed
system during a process by means other than work. On the basis of experiments it is known that such
an energy transfer is induced only as a result of a temperature difference between the system and its
surroundings and occurs only in the direction of decreasing temperature. This means of energy transfer
is called arenergy transfer by heathe following sign convention applies:

Q> 0: heat transfer to the system

Q< 0: heat transfer from the system

The time rate of heat transfer, denoted®y , adheres to the same sign convention.

Methods based on experiment are available for evaluating energy transfer by heat. These methods
recognize two basic transfer mechanisomsiductionandthermal radiationIn addition, theoretical and
empirical relationships are available for evaluating energy transfer invateimdpinedmodes such as
convectionFurther discussion of heat transfer fundamentals is provided in Chapter 4.

The quantities symbolized By and Q account fortransfersof energy. The termsork and heat
denote differenmeansvhereby energy is transferred and whiatis transferred. Work and heat are not
properties, and it is improper to speak of work or heat “contained” in a system. However, to achieve
economy of expression in subsequent discussidhandQ are often referred to simply as work and
heat transfer, respectively. This less formal approach is commonly used in engineering practice.

Power Cycles

Since energy is a property, over each cycle there is no net change in energy. Thus, Equation 2.8 reads
for any cycle

Qcy(:le = chcle

That is, forany cycle the net amount of energy received through heat interactions is equal to the net

energy transferred out in work interactiongp@dwer cyclepr heatengine, is one for which a net amount

of energy is transferred out by woll;, .. > 0. This equals the net amount of energy transferred in by heat.
Power cycles are characterized both by addition of energy by heat trémséerd inevitable rejections

of energy by heat transfepg:

Qcycle = QA - QR
Combining the last two equations,
chcle = QA - QR

Thethermal efficiencyf a heat engine is defined as the ratio of the net work developed to the total
energy added by heat transfer:
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:%:1—% (29)

n
Qa Qa
The thermal efficiency is strictly less than 100%. That is, some portion of the &pesypplied is
invariably rejected)s # 0.

The Second Law of Thermodynamics, Entropy

Many statements of the second law of thermodynamics have been proposed. Each of these can be called
a statement of the second lawa corollary of the second law since, if one is invalid, all are invalid.

In every instance where a consequence of the second law has been tested directly or indirectly by
experiment it has been verified. Accordingly, the basis of the second law, like every other physical law,

is experimental evidence.

Kelvin-Planck Statement

The Kelvin-Plank statement of the second law of thermodynamics refettseioral reservoirA thermal
reservoir is a system that remains at a constant temperature even though energy is added or removed by
heat transfer. A reservoir is an idealization, of course, but such a system can be approximated in a number
of ways — by the Earth’s atmosphere, large bodies of water (lakes, oceans), and so on. Extensive
properties of thermal reservoirs, such as internal energy, can change in interactions with other systems
even though the reservoir temperature remains constant, however.

The Kelvin-Planck statement of the second law can be given as foltagvsnpossible for any system
to operate in a thermodynamic cycle and deliver a net amount of energy by work to its surroundings
while receiving energy by heat transfer from a single thermal reseiaoather words, gerpetual-
motion machine of the second kisdmpossible. Expressed analytically, the Kelvin-Planck statement is

W, <0 (singlereservoir)
where the wordsingle reservoiemphasize that the system communicates thermally only with a single
reservoir as it executes the cycle. The “less than” sign appliesinteemal irreversibilitiesare present

as the system of interest undergoes a cycle and the “equal to” sign applies only when no irreversibilities
are present.

Irreversibilities

A process is said to breversibleif it is possible for its effects to be eradicated in the sense that there

is some way by whicboththe system and its surroundings carekactly restoredo their respective

initial states. A process igeversibleif there is no way to undo it. That is, there is no means by which

the system and its surroundings can be exactly restored to their respective initial states. A system that
has undergone an irreversible process is not necessarily precluded from being restored to its initial state.
However, were the system restored to its initial state, it would not also be possible to return the
surroundings to their initial state.

There are many effects whose presence during a process renders it irreversible. These include, but
are not limited to, the following: heat transfer through a finite temperature difference; unrestrained
expansion of a gas or liquid to a lower pressure; spontaneous chemical reaction; mixing of matter at
different compositions or states; friction (sliding friction as well as friction in the flow of fluids); electric
current flow through a resistance; magnetization or polarization with hysteresis; and inelastic deforma-
tion. The termirreversibility is used to identify effects such as these.

Irreversibilities can be divided into two classegernal and external.Internal irreversibilities are
those that occur within the system, while external irreversibilities are those that occur within the
surroundings, normally the immediate surroundings. As this division depends on the location of the
boundary there is some arbitrariness in the classification (by locating the boundary to take in the
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immediate surroundings, all &rersibilities are internal). Nonethelesajuable insights can result when
this distinction between wversibilities is madeWhen internal ireversibilities are absent during a
process, the process is said ®ibternally reversible At every intermediate state of an internally
reversible process of a closed system, all intengroperties are uniform throughout each phase present:
the temperature, pressure, sfiesiolume, and other intein& properties do natary with position The
discussions to fatlw compare the actual and internallversible process concepts favat cases of
special interest.

For a gas as the system, tlwerk of expansion arises from the foregerted by the system toave
the boundary gainst the resistancdfered by the surroundings:

2 2
W=J' Fax :J' pAdx
1 1

where the force is the product of thevimg area and the pressueerted by the system there. Noting
thatAdxis the change in totalolume of the system,

W:fpdv

This expression fowork applies to both actual and internakyersibleexpansion processes oiever,
for an internally eversible procesgis not only the pressure at thewving boundanput also the pressure
of the entire system. Furthermore, for an internaersible process thelume equalsnv, where the
specificvolumev has a singl@alue throughout the system atigem instantAccordingly, thework of
an internally eversibleexpansion (or compression) process is

2
WE mI pdv (2.10)
1

When such a process of a closed system is represented by a continueusncaiplot of pressure vs.
specificvolume, the areanderthe cuwe is the magnitude of theork per unit of system mass (area
a-b-¢-d' of Figure 2.3 for example).

Although impoved thermodynamic performance can accamphe reduction of ieversibilities,
steps in this direction are normally constrained by a number of praetotats often related to costs.
For example, considemto bodies able to communicate thermalith a finite temperature dierence
between them, a spontaneous heat trangbeitd teke place and, as notedepiously, thiswould be a
source of ireversibility. The importance of the heat transfeerarsibility diminishes as the temperature
difference naows; and as the temperaturdfelience between the bodiganishes, the heat transfer
approacheideality. From the study of heat transfer it isdam, however, that the transfer of a finite
amount of enggy by heat between bodies whose temperatuffes dinly slightly requires a considerable
amount of time, a lge heat transfer siace area, or botfio approachdeality, therefore, a heat transfer
would require arexceptionally long time and/or aexceptionally lage area, each of which has cost
implications constraining what can be awkd practical}.

Carnot Corollaries

The wo corollaries of the seconaw known asCarnot corollaries state: (1) the thermdfieiency of

an irreversible pwer cycle is dways less than the thermdfieiency of a eversible pwer cycle when
each operates between the sawmthermal resewirs; (2) all eversible pwer cycles operating between
the samewo thermal resewirs have the same thermaffieiency. A cycle is considereceversiblewhen
there are no iaversibilities within the system as it unidees thecycle, and heat transfers between the
system and resawirs occur ideally (that is, with @anishingly small temperaturefidirence).
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Kelvin Temperature Scale

Carnot corollary 2 suggests that the thermal efficiency of a reversible power cycle operating between
two thermal reservoirs depends only on the temperatures of the reservoirs and not on the nature of the
substance making up the system executing the cycle or the series of processes. With Equation 2.9 it can
be concluded that the ratio of the heat transfers is also related only to the temperatures, and is independent
of the substance and processes:

%Ew = LIJ(chTH)

cycle

whereQy is the energy transferred to the system by heat transfer frioot r@servoir at temperature
Ty, and Q. is the energy rejected from the system twla reservoir at temperatuig.. The wordsrev
cycleemphasize that this expression applies only to systems undergoing reversible cycles while operating
between the two reservoirs. Alternative temperature scales correspond to alternative specifications for
the functiony in this relation.

The Kelvin temperature scale tzased ony(Tc, Ty) = Tc/T,. Then

0
SI%CEW :;C (2.11)

cycle

This equation defines only a ratio of temperatures. The specification of the Kelvin scale is completed
by assigning a numerical value to one standard reference state. The state selected is the same used to
define thegas scaleat the triple point of water the temperature is specified to be 273.16 K. If a reversible
cycle is operated between a reservoir at the reference-state temperature and another reservoir at an
unknown temperaturg, then the latter temperature is related to the value at the reference state by

T= 273.16@3%
ev

cycle

whereQ is the energy received by heat transfer from the reservoir at tempdraaad)’ is the energy
rejected to the reservoir at the reference temperature. Accordingly, a temperature scale is defined that is
valid over all ranges of temperature and that is independent of the thermometric substance.

Carnot Efficiency

For the special case of a reversible power cycle operating between thermal reservoirs at temperatures
T, and T on the Kelvin scale, combination of Equations 2.9 and 2.11 results in

c (2.12)

called theCarnot efficiencyThis is the efficiency ofall reversible power cycles operating between
thermal reservoirs at, andT.. Moreover, it is thanaximum theoreticafficiency that any power cycle,

real or ideal, could have while operating between the same two reservoirs. As temperatures on the
Rankine scale differ from Kelvin temperatures only by the factor 1.8, the above equation may be applied
with either scale of temperature.
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The Clausius Inequality

The Clausiusinequality provides the basis for introducing two ideas instrumental for quantitative
evaluations of processes of systems from a second law perspectiopyandentropy generationlhe
Clausius inequality states that

f@%‘?@n <0 (2.13a)

wheredQ represents the heat transfer at a part of the system boundary during a portion of the cycle,
andT is the absolute temperature at that part of the boundary. The syrishosed to distinguish the
differentials ofnonpropertiessuch as heat and work, from the differentials of properties, written with
the symbold. The subscripb indicates that the integrand is evaluated at the boundary of the system
executing the cycle. The symbpl indicates that the integral is to be performed over all parts of the
boundary and over the entire cycle. The Clausius inequality can be demonstrated using the Kelvin-Planck
statement of the second law, and the significance of the inequality is the same: the equality applies when
there are no internal irreversibilities as the system executes the cycle, and the inequality applies when
internal irreversibilities are present.

The Clausius inequality can be expressed alternatively as

f@?@u --s,. (2.13b)

where S, can be viewed as representing #teengthof the inequality. The value &, is positive

when internal irreversibilities are present, zero when no internal irreversibilities are present, and can
never be negative. Accordinglf,, is a measure of the irreversibilities present within the system
executing the cycle. In the next secti®y, is identified as thentropygenerated (oproduced by

internal irreversibilities during the cycle.

Entropy and Entropy Generation

Entropy

Consider two cycles executed by a closed system. One cycle consists of an internally reversible process
A from state 1 to state 2, followed by an internally reversible process C from state 2 to state 1. The
other cycle consists of an internally reversible process B from state 1 to state 2, followed by the same
process C from state 2 to state 1 as in the first cycle. For these cycles, Equation 2.13b takes the form

2
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where S, has been set to zero since the cycles are composed of internally reversible processes.
Subtracting these equations leaves
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Since A and B are arbitrary, it follows that the integrab@fT has the same value fanyinternally
reversible process between the two states: the value of the integral depends on the end states only. It
can be concluded, therefore, that the integral defines the change in some property of the system. Selecting
the symbolSto denote this property, its change is given by

0?50
S 51—5[1 T 5; (2.14a)

where the subscrifnt revindicates that the integration is carried out for any internally reversible process
linking the two states. This extensive property is cadlietiopy.

Since entropy is a property, the change in entropy of a system in going from one state to another is
the same foall processes, both internally reversible and irreversible, between these two states. In other
words, once the change in entropy between two states has been evaluated, this is the magnitude of the
entropy change faany process of the system between these end states.

The definition of entropy change expressed on a differential basis is

ds= %@; (2.14b)

Equation 2.14b indicates that when a closed system undergoing an internally reversiblegreness
energy by heat transfer, the system experiencesaeasein entropy. Conversely, when energy is
removedrom the system by heat transfer, the entropy of the sydéemeasesThis can be interpreted
to mean that an entropy transfemasociatedvith (or accompanies) heat transfer. The direction of the
entropy transfer is the same as that of the heat transfer.ddiaaticinternally reversible process of
a closed system the entropy would remain constant. A constant entropy process is ¢sdiaticgic
process.

On rearrangement, Equation 2.14b becomes

(3Q)m =Tds

Then, for an internally reversible process of a closed system between state 1 and state 2,

Q, = mfl’ds (2.15)

rev

When such a process is represented by a continuous curve on a plot of temperature vs. specific entropy,
the areaunderthe curve is the magnitude of the heat transfer per unit of system mass.

Entropy Balance

For a cycle consisting of an actual process from state 1 to state 2, during which internal irreversibilities
are present, followed by an internally reversible process from state 2 to state 1, Equation 2.13b takes
the form

fﬁi&ﬁn +.[zl @%Q@; S

where the first integral is for the actual process and the second integral is for the internally reversible
process. Since no irreversibilities are associated with the internally reversible process, tgg,term
accounting for the effect of irreversibilities during the cycle can be identified with the actual process only.
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Applying the definition of entropy change, the second integral of the foregoing equation can be
expressed as

3-s=[i7,

Introducing this and rearranging the equation,dibeed system entropy balanmasults:

s-5=[HH +s.

(2.16)

entropy entropy  entropy
change transfer  generation

When the end states are fixed, the entropy change on the left side of Equation 2.16 can be evaluated
independently of the details of the process from state 1 to state 2. However, the two terms on the right
side depend explicitly on the nature of the process and cannot be determined solely from knowledge of
the end states. The first term on the right side is associated with heat transfer to or from the system
during the process. This term can be interpreted anthapy transfer associated with (or accompanying)
heat transferThe direction of entropy transfer is the same as the direction of the heat transfer, and the
same sign convention applies as for heat transfer: a positive value means that entropy is transferred into
the system, and a negative value means that entropy is transferred out.

The entropy change of a system is not accounted for solely by entropy transfer, but is also due to the
second term on the right side of Equation 2.16 denotef hyThe termS,, is positive when internal
irreversibilities are present during the process and vanishes when internal irreversibilities are absent.
This can be described by saying that entrogeizeratedor produced) within the system by the action
of irreversibilities. The second law of thermodynamics can be interpreted as specifying that entropy is
generated by irreversibilities and conserved only in the limit as irreversibilities are reduced to zero. Since
Sen Measures the effect of irreversibilities present within a system during a process, its value depends
on the nature of the process and not solely on the end states. Entropy genenatianpioperty.

When applying the entropy balance, the objective is often to evaluate the entropy generation term.
However, the value of the entropy generation for a given process of a system usually does not have
much significance by itself. The significance is normally determined through comparison. For example,
the entropy generation within a given component might be compared to the entropy generation values
of the other components included in an overall system formed by these components. By comparing
entropy generation values, the components where appreciable irreversibilities occur can be identified
and rank ordered. This allows attention to be focused on the components that contribute most heavily
to inefficient operation of the overall system.

To evaluate the entropy transfer term of the entropy balance requires information regarding both the
heat transfer and the temperature on the boundary where the heat transfer occurs. The entropy transfer
term is not always subject to direct evaluation, however, because the required information is either
unknown or undefined, such as when the system passes through states sufficiently far from equilibrium.
In practical applications, it is often convenient, therefore, to enlarge the system to include enough of
the immediate surroundings that the temperature on the boundary esfléinged systernorresponds
to the ambient temperaturg,,,, The entropy transfer term is then sim@yT,.,, However, as the
irreversibilities present would not be just those for the system of interest but those for the enlarged
system, the entropy generation term would account for the effects of internal irreversibilities within the
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systemand external irreversibilities present within that portion of the surroundings included within the
enlarged system.
A form of the entropy balance convenient for particular analyses istidorm:

S «Q .
BS_$¥,s (2.17)
dt Jz U

wheredS/dtis the time rate of change of entropy of the system. The @y, represents the time

rate of entropy transfer through the portion of the boundary whose instantaneous tempérafiine is

term S, accounts for the time rate of entropy generation due to irreversibilities within the system.
For a systenisolatedfrom its surroundings, the entropy balance is

(S -S) =S (2.18)

whereS,,, is the total amount of entropy generated within the isolated system. Since entropy is generated
in all actual processes, the only processes of an isolated system that actually can occur are those for
which the entropy of the isolated system increases. This is known Erese of entropy principle.
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2.2 Control Volume Applications

Since most applications of engineering thermodynamics are conducted on a control volume basis, the
control volume formulations of the mass, energy, and entropy balances presented in this section are
especially important. These are given here in the forravefall balances. Equations of change for
mass, energy, and entropy in the form of differential equations are also available in the literature (see,
e.g., Bird et al., 1960).

Conservation of Mass

When applied to a control volume, the principle of mass conservation Stateme rate of accumu-

lation of mass within the control volume equals the difference between the total rates of mass flow in
and out across the boundadn important case for engineering practice is one for which inward and
outward flows occur, each through one or more ports. For this case the conservation of mass principle
takes the form

d . .
&:Zm-zme (2.19)
dt
] e
The left side of this equation represents the time rate of change of mass contained within the control
volume, m denotes the mass flow rate at an inlet, mpd is the mass flow rate at an outlet.

The volumetric flow ratehrough a portion of the control surface with adéais the product of the
velocity component normal to the areg, times the area:,dA Themassflow rate throughdA is p(v,,
dA). The mass rate of flow through a port of ateia then found by integration over the area

r'n:J' pv, dA
A

For one-dimensionallow the intensive properties are uniform with position over &eand the last
equation becomes

m:va:% (2.20)

wherev denotes the specific volume and the subscript n has been dropped from velocity for simplicity.

Control Volume Energy Balance

When applied to a control volume, the principle of energy conservation statesime rate of accu-
mulation of energy within the control volume equals the difference between the total incoming rate of
energy transfer and the total outgoing rate of energy transfargy can enter and exit a control volume

by work and heat transfer. Energy also enters and exits with flowing streams of matter. Accordingly, for
a control volume with one-dimensional flow at a single inlet and a single outlet,

d(U+KE+PE)CV_Q Vs +Vi2+ S0 .0 v
Y E’Ji 2 ng e 9

dt

o N

+0z o
°H (2.21)
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where the underlined terms account for the specific energy of the incoming and outgoing streams. The
terms Q,, andW account, respectively, for the net rates of energy transfer by heat and work over the
boundary (control surface) of the control volume.

Because work is always done on or by a control volume where matter flows across the boundary, the
quantity W of Equation 2.2dan be expressed in terms of two contributions: one is the work associated
with the force of the fluid pressure as mass is introduced at the inlet and removed at the exit. The other,
denoted asW , includedl otherwork effects, such as those associated with rotating shafts, displace-
ment of the boundary, and electrical effects. The work rate concept of mechanics allows the first of these
contributions to be evaluated in terms of the product of the pressureddred velocity at the point
of application of the force. To summarize, the work tevvh of Equation 2.21 can be expressed (with
Equation 2.20) as

W = ch +(peAe)Ve _(piA)Vi

=W, +m,(p.y,) - (py,)

The termsm §v) and m, pv.) account for the work associated with the pressure at the inlet and
outlet, respectively, and are commonly referred téicas work.

Substituting Equation 2.22 into Equation 2.21, and introducing the specific enthéheyfollowing
form of the control volume energy rate balance results:

(2.22)

d(U + KE + PE), 51 v? v2 0
—_— % = W Vi - 2.23
” Q +m + +ng H1+ 2+gzeE ( )

To allow for applications where there may be several locations on the boundary through which mass
enters or exits, the following expression is appropriate:

HUKEPE), g, W+zm§1 +ngng “igg @20

Equation 2.24 is aaccountingrate balance for the energy of the control volume. It states that the time
rate of accumulation of energy within the control volume equals the difference between the total rates
of energy transfer in and out across the boundary. The mechanisms of energy transfer are heat and work,
as for closed systems, and the energy accompanying the entering and exiting mass.

Control Volume Entropy Balance

Like mass and energy, entropy is an extensive property. And like mass and energy, entropy can be
transferred into or out of a control volume by streams of matter. As this is the principal difference
between the closed system and control volume forms, the control volume entropy rate balance is obtained
by modifying Equation 2.17 to account for these entropy transfers. The result is

QT T L
—ZTj‘+Zm5. Zmese+8gen

(2.25)
rate of rate of rate of
entropy entropy entropy
change transfer generation
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wherdS,/dt represents the time rate of change of gytrithin the contrololume The terns ms and

m,s, account, respeietely, for rates of entngy transferinto and out of the contralolume associated
with mass fhw. One-dimensionaldlv is assumed at locations where mass entersxdsd Q, represents

the time rate of heat transfer at the location on the boundary where the instantaneous tenggrature i
and Q,/T, accounts for the associated rate of gutroansfe. S, denotes the time rate of eryo
generatio due to ireversibilitieswithin the contrololume When a contrololume comprises a number

of components S is the sum of the rates of erpyogeneration of the components.

Control Volumes at Steady State

Engineering systems are often idealized as bdisgady stataneaning that all properties are unchang-
ing in time.For a controlvolume at steady state, the identity of the matter within the cordhaime
change continuougl but the total amount of mass remains constAhtsteady state, Equation 2.19
reduces to

Zm = Zme (2.26a)

The enegy rate balance of Equation 2.24 becomes, at steady state,

. . ) V-2 0 ) V2 O
O:QCV—WW+zm§1+7'+gziE—Zme§18+7e+gzeE (2.26b)

At steady state, the enpyprate balance of Equation 2.25 reads

O:Z(_Ejj+ Izr‘qq—Zr'nese+'Sgen (2.26¢)

Mass and engy are consered quantitiesput entrgy is not generally consezd. Equation 2.26a
indicates that the total rate of mdksv into the controbolume equals the total rate of mdksv out
of the controlvolume. Similary, Equation 2.26b states that the total rate ofgn&ansfer into the
control volume equals the total rate of ege transfer out of the contreolume. However, Equation
2.26¢ slows that the rate at which enpsois transferred duexceedshe rate at which entpy enters,
the diference being the rate of entyogeneration within the contreblume owing to irreversibilities.

Applications frequentlyrivolve controlvolumes laving a single inlet and a single outlet, as, for
example, the controfolume ofFigure 2.1where heat transfer (ifw) occurs afl,; the temperature, or
a suitableaverage temperature, on the boundary where heat transfer demutisis case the mass rate
balance, Equation 2.26a, reducesmy = m,. Denoting the common madlew rate ty m, Equations
2.26b and 2.26¢ read, respeely,

: . . vz -v20O O
OZQC\,—WWHT\@h—he +o——°gtalz -z)O0 (2.27a)
)+ e -2
o:$+r'n(s—s)+'s (2.28a)

T I e gen

When Equations 2.27a and 2.28a are applied to particular cases of interest, additiorfadagioni
are usually madérhe heat transfer ter Q,, is dropped when it is insigiéant relaive to other ermgy
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FIGURE 2.1 One-inlet, one-outlet contrelolume at steady state.

transfers across the boungafhis may be the result of one or more of thedwihg: (1) the outer
suiface of the contralolume is insulated; (2) the outer fage area is too small for there to lfilecive
heat transfer; (3) the temperaturéfetience between the contnadlume and its surroundings is small
enough that the heat transfer can be ignored; (4aber liquid passes through the contmume so
quickly that there is not enough time for sfgzant heat transfer to oachework tem W, drops out
of the enegy rate balance when there are no rotating shafts, displacements of the yoeledaical
effects, or othemwork mechanisms associated with the commume being consideredhe changes
in kinetic and potential engy of Equation 2.27a are frequentlggfigible relatve to other terms in the
equation.

The special forms of Equations 2.27a and 2.28a listélilble 2.1are obtained as fallvs: when
there is no heat transfeequation 2.28aiges

S.—§ = Sg—e” >0
. i (2.28b)
(no heat transfer)

Accordingly, when ireversibilities are present within the contk@lume, the specific entpg increases
as mass @iws from inlet to outlet. In the ideal case in which no interna/énsibilities are present,
mass passes through the contr@lume with no change in its enpyp— that is,isentopically.

For no heat transfeEquation 2.27aiges

. Ov2 -v2O O
W, =mh -h,)+ ——==g+9d(z, - z.)O (2.27b)
dh-n)+ g ol )

A special form that is applicable, at least approxinyatel compessors pumps andturbinesresults
from dropping the kinetic and potential egye terms of Equation 2.27b,aeng

W, =m(h -n,)

(compressors, pumps, and turbines)

(2.27c¢)
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TABLE 2.1 Energy and Entropy Balancesfor One-Inlet, One-
Outlet Control Volumes at Steady State and No Hedransfer

Enagy balance

W, = mgh‘ - he) + E’%§+ g(z‘ - ze)é (2.27b)
Compressors, pumps, and turbies
W, =m(h —h,) (2.27c)
Throttling
h, Oh, (2.27d)
Nozzles, difuser$
v, = v2+2(h -h,) (2.27f)
Entropy balance
s-5= 50 (2.280)
m

@ For an ideal gas with constanj, Equation 1 of Table 2.7allows
Equation 2.27c to be written as

W, =mc (T, - T,) (2.27¢)

The pwer developed in anisentopic rocesss obtained with Equation
5 of Table 2.7as

W, = e, T 5~ (p,/p) g (s=0) (2.27¢)

=
wher ¢, = kR/(k— 1).
® For an ideal gas with constagj, Equation 1 of Table 2.7allows
Equation 2.27f to be written as
v, = vZ+2c,(T -T.) (2.271)

The exit velocity for anisentopic processis obtained with Equation
5 of Table 2.7as

v, = \;,v? +2¢,T3-(p./p) " E (s=0) (2.271)

wher ¢, = kR/(k— 1)

In throttling devicesa significant reduction in pressure is &bt simply by introducing a restriction
into a line through which gas or liquid fows. For such @vices W, = 0 and Equation 2.27c reduces
further to read

h, O
(2.27d)
(throttling process)

That is, upstream andanstream of the throttlingettice, the specific enthalpies are equal.

A nozzleis a flow passage ofarying cross-sectional area in which theocity of a gas or liquid
increases in the direction &bw. In adiffuse, the gas or liquid decelerates in the directiofi@f. For
such avices ch: 0. The heat transfer and potential Ejyechange are also generallggligible. Then
Equation 2.27b reduces to

2

2 _
Vi Ve (2.27e)

O0=h-h+
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Solving for the outletelocity

v, = Jvf + 2(h - he)
(nozzle, diffuser)

(2.27f)

Further discussion of theofl-through nozzles andfflisers is povided in Chapter 3.

The mass, emgy, and entrpy rate balances, Equations 2.26, can be applied to centushes with
multiple inlets and/or outlets, as, fetample, caseswolving heat-reovery steam generators, feeater
heaters, and countesfl and crossfiw heatexchangersTransient (or unsteady) analyses can be con-
ducted with Equations 2.19, 2.24, and 2.25. lllustrations of all such applications\adegiby Moran
and Shapiro (1995).

Example 1

A turbine receres steam at 7 Bh, 440C andexhausts at 0.2 Pa for subsequent process heating/dut

If heat transfer and kinetic/potential ege efects are agligible, determine the steam mdksw rate,

in kg/hr, for a turbine pwer output of 30 MW when (a) the steam quality at the turbine outlet is 95%,
(b) the turbineexpansion is internallyeversible.

Solution With the indicated idealizations, Equation 2.27c is appropriate. Solv"mg,WW/(h -h).
Steam table datflable A.5) at the inlet condition arg = 3261.7 kJ/kgs = 6.6022 kJ/kg - K.

(a8 At 0.2 MPa andx = 0.95,h, = 2596.5 kJ/kgThen

30 MW [110° kJ/sec (113600 sec]
" (3261.7-2596.5)kJkgH 1MW [H 1hr

=162,357 kg/hr

(b) For an internally eversibleexpansion, Equation 2.28b reduces ieeg, = s. For this caseh, =
2499.6 kJ/kgX = 0.906), ad m = 141,714 kg/h

Example 2

Air at 500F, 150 Ibf/in?, and 10 ft/se@xpands adiabatically through a nozzle amds at 60F, 15
Ibf/in.2. For a mass €w rate of 5 Ib/sec determine thdt area, in irt. Repeat for an isentrop&pansion
to 15 Ibf/in2 Model the air as an ideghs (Section 2.3, Ideal Gas Model) with sfiedieatc, = 0.24
Btu/lb -°R (k = 1.4).

Solution.The nozleexit area can bevaluated using Equation 2.20, together with the idaalequation,
v =RT/p

— rlnve - m(RTe/pe)
AE - \Y \Y

e e

The exit velocity required by thigxpression is obtained using Equation 2.2¥ Table 2.1

v, = Jvf + 2(:p('l'i —Te)

2
- 10 ftf 2%) 54 BU DD778 17 ft Obf O E( MOOR)EBZ.lMIbDTt/sec O
Us O bR 1Bt 11bf

=2299.5ft sec
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l" ____________ sl
I
‘ |
: |
Liquid water | ) < ' Water vapor
40°C, 7 bar 11 [' 2 200°C, 7 bar
| |
' |
{ | l
et )

Saturated liquid
7 bar

FIGURE 2.2 Open feedwater heate

Finally, with R= R/ = 53.33 ft - Ibf/lb °R,
Ib O ft Obf
3.3 520°R
Pt arl ™

512299 5.0 %{5 Ibf D

Using Equation 2.27fin Table 2.1for the isentropiexpansion,

=4.02in.2

Ae:

_ oy 015 P40
v, _'\5(10) +2(0.24)(778.17)(960) (32. 174)% im0 O

= 2358.3 ft/sec
Then A, = 3.92 inZ

Example 3

Figure 2.2provides steady-state operating data for an openiated heate Ignoring heat transfer and
kinetic/potential engy effects, determine the ratio of matsw rates, m, /m,.

Solution.For this case Equations 2.26a and 2.26b reduce to read, resligect
m, +m, =m,
0= rnlhl + mzhz - mshs
Combining and solving for the ration, /m,,
_ﬂ — h,—h,
m  h-h
Inserting steam table data, in kJ/kg,nfrdable A.5,

ﬂ _28448-697.2 _ 406
m, 697.2-167.6

Internally Reversible Heat Transfer and Work

For one-inlet, one-outlet contrgblumes at steady state, the daling expressions iye the heat transfer
rate and pwer in the absence of internaleversibilities:
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0,0 _ &2
%H; = J’l Tds (2.29)

2 2
Vl

2 4 g(z1 - 22) (2.30a)

FHm f v

(see, e.g., Moran and Shapiro, 1995).
If there is no significant change in kinetic or potentiargyné&om inlet to outlet, Equation 2.30a reads

FE J’vdp (Dke = Ape = 0) (2.30b)

The specifiovolume remains approximately constant inngnapplications with liquidsThen Equation
30b becomes

w0
BFWH = —v(p2 - pl) (v = constant) (2.30c)

When the states visited by a unit of mélssving without irreversibilities from inlet to outlet are
described by a continuous garon a plot of temperature vs. sfiiecentrgy, Equation 2.29 implies
that the area under the waris the magnitude of the heat transfer per unit of i@aség. When such
an ideal process is described by aveuon a plot of pressure vs. sgacivolume, as sbwn in Figure

2.3, the magnitude of the iegral [vdp of Equations 2.30a and 2.30b is represented by the area a-b-c-d

behird the cuwe. The area a-b*al’ underthe cuwe is identified with the magnitude of theamtal [pdv
of Equation 2.10.

(4 ad v

FIGURE 2.3 Internally eversible process op—v coordinates.
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2.3 Property Relations and Data

Pressure, temperature, volume, and mass can be found experimentally. The relationships between the
specific heats, andc, and temperature at relatively low pressure are also accessible experimentally, as
are certain other property data. Specific internal energy, enthalpy, and entropy are among those properties
that are not so readily obtained in the laboratory. Values for such properties are calculated using
experimental data of properties that are more amenable to measurement, together with appropriate
property relations derived using the principles of thermodynamics. In this section property relations and
data sources are considereddmnple compressible systemsich include a wide range of industrially
important substances.

Property data are provided in the publications ofNh#&onal Institute of Standards and Technology
(formerly the U.S. Bureau of Standards), of professional groups such #@snérican Society of
Mechanical Engineering (ASMBJie American Society of Heating. Refrigerating, and Air Conditioning
Engineers (ASHRAE&nd theAmerican Chemical Sociegnd of corporate entities suchspontand
Dow ChemicalHandbooks and property reference volumes such as included in the list of references
for this chapter are readily accessed sources of data. Property data are also retrievable from various
commercial online data bases. Computer software is increasingly available for this purpose as well.

Basic Relations for Pure Substances

An energy balance in differential form for a closed system undergoing an internally reversible process
in the absence of overall system motion and the effect of gravity reads

dU = (8Q)m — (3W)irt

int
rev

From Equation 2.14b(3Q)i = TdS.When consideration is limited &imple compressible systems:
systems for which the only significant work in an internally reversible process is associated with volume
change, (3W)jx, = pd\V, the following equation is obtained:

duU = TdS- pdv (2.31a)

Introducing enthalpyd = U + pV, the Helmholtz functionl = U — TS and the Gibbs functiols = H
— TS three additional expressions are obtained:

dH = TdS+ Vdp (2.31b)
d¥ = —pdV - AT (2.31¢)
dG =Vvdp - dT (2.31d)

Equations 2.31 can be expressed on a per-unit-mass basis as

du = Tds - pdv (2.32a)
dh = Tds + vdp (2.32h)
dy = —pdv—-sdT (2.32¢)
dg = vdp - dT (2.32d)
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Similar expressions can be written on ar{peole basis.

Maxwell Relations

Since only properties areviolved, each of the four ffierentialexpressions iyen by Equations 2.32 is
an exad differential exhibiting the general forndz = M(x, y)dx + N(x, y)dy, where the second med
partial deivatives are equal:dM/dy) = (IN/dX). Underlying these exact differentials are, respectively,
functions of the fornu(s, v), h(s, p), W(v, T), andg(T, p). From such considerationsetilaxwellrelations
given n Table 2.2can be established.

Example 4
Derive the Maxwell relation fotlwing from Equation 2.32a.

TABLE 2.2 Relations fom Exact Differentials

Function Differential Coefficients Maxwell
General:
0z oM oN
z=2(x,y dz = M(x,y)dx + N(x,y)dy (-——) =M [———) =(_)
(x.y) ey)es Nxuy [ 52) ) =(5)
oz
21 =N
5.
Internal energy:
Ju JT dp
= — —_ =T — —_— = — ——
u(s,v) du = Tds - pdv (as ju (91) )s (as )U
(-a—y-) = -1
v Js P
i
Enthalpy: l[
h(s.p) dh = Tds + vdp (‘9_’1) 1 (ﬁ) - (@)
s /p : dp ), \Js b
8+
dp ) |
Helmholtz function: l
l
ow ap) (85)
,T d = - d - dT —_— =—phd e = —
y(v.T) y=-pdv-s (anT p (8TU o)
W) _
()=
|
|
Gibbs function: |
|
og ov Js
g9(T., p) dg = vdp - sdT [——] =p | [_j = _(_j
ap T I aT‘ p 8p,T
)
p
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Solution The dfferential of the functio = u(s, v) is

= g%@ ds+ %@ dv

By comparison with Equation 2.32a,

e

In Equation 2.32aT plays the role oM and p plays the role oN, so the equality of second xed
partial deivatves gves the Maxwell relation,

T~ e

Since each of the propewi&, p, v, and s appears on the right sideved bf the eight cdéicients of
Table 2.2 four additional property relations can be obtained by equatingezpoissions:

o "B v vt
IZBhD Eﬁga %Q %Q

These four relations are idefigd n Table 2.2by brad&ets As any three of Equations 2.32 can be
obtained from the fourth simply by manipulation, the 16 property relatibistde 2.2also can be
regarded as fotlwing from this single dferentialexpression. 8veral additional first-dévative property
relations can be deed; see, e.g., Zemdgys 1972.

Specific Heats and Other Properties

Engineering thermodynamics uses a wide assortment of thermodynamic properties and relations among
these propertieFable 2.3lists ®veral commonly encountered properties.

Among the entriesfoTable 2.3are the specific heats andc,. These interise properties are often
required for thermodynamic analysis, and arénge as partial demtions of the functiosu(T, v) and

h(T, p), respedtvely,
_[Hou
¢, = %Q (2.33)

c, = Eg@ (2.34)

Sinee u andh can beexpressed either on a unit mass basis orrarde basisyalues of the specific
heats can be similarlgxpressedTable 2.4summarizes relationsniolving ¢, andc,. The propery k,
the specific heat ratio, is

k=P (2.35)
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TABLE 2.3 Symbols and Definitionsfor Selected Poperties

Property Symbol  Definition Property Symbol Definition
Pressure p Specific heat, constamblume c, (0u/aT),
Temperature T Specific heat, constant pressure  c, (ohy aT)p
Specificvolume v Volume expansvity B l(av/aT)p

v
Specific internal engy u Isothermal compressty K —1(6v/dp)T
v
Specific entropy s Isentropic compressibility a —i(av/ap)
v S
Specific enthalpy h u+pv Isothermalbulk modulus B ~v(ap/av),
Specific Helmholtz function 1} u-Ts Isentropic bulk modulus B —v(ap/av)s
Specific Gibbs function g h—Ts  Joule-Thomson cdficient n (oT/ap),
Compressibility factor z pv/IRT  Joule cofficient n (0T/av),
Specific heat ratio k clc, Velocity of sound c ) \/—vz(ap/av)

Values forc, andc, can be obtained via statistical mechanicsgispectoscopicmeasurements. &
can also be determined macroscopically throagteting property measurements. Sfiedieat data for
common gases, liquids, and solids amvjaled by the handbooks and property referammdemes listed
among the Chapter 2 references. Sjedieats are also considered in Section 2.3 as a part of the
discussions of thexcompessible modeand theideal gas modelFigure 2.4shows how c, for water
vaporvaries as a function of temperature and pressure. @dises=xhibit similar belavior. The figure
also gves thevariation ofc, with temperature in the limit as pressure tends to zero (thegaedimit).
In this limit ¢, increases with increasing temperature, which is a charactexktisted by othegases
as well

The following two equations are often eenient for establishing relations among properties:

%E %@ -1 (2.36a)

%%%@y%% =1 (2.36D)

Their use is illustrated in Example 5.

Example 5
Obtain Equations 2 and 11 ®able 2.4from Equation 1.

Solution.ldentifying x, y, z with s, T, andyv, respedvely, Equation 2.36b reads

o e b7 =

Applying Equation 2.36a to each @T/0v), and 0v/0s);,
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TABLE 2.4 Specific Heat Relation3
=
AP o
B B
AR o

c,-c, = T@%@Qg—;@ ®)
= -ng%gp @:}5@' ®)

:E )
- leg vI] ®)
o, = —%E@‘;—ﬁ@ - ©

K= %,, - %Er %“:@ 10)

0oc, O Dazplil

HavH = THor?H (1)

a See, forexample, Moran, M.J. and
Shapiro, H.N. 1995Fundamentals of
Engineering Thermodynamic8rd ed.
Wiley, New York, chap. 11.

e, =, vd, = ot

Introducing the Maxwell relation fro Table 2.2corresponding ta(T, v),

TH, = ottt
With this, Equation 2 foTable 2.4is obtained from Equation 1, which in turn is obtained in Example

6. Equation 11 foTable 2.4can be obtained byffierentiating Equation 1 with repect to sgecvolume
at fixed temperature, andya@n using the Maxwell relation correspondirgit
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P-v-T Relations

Considerable pressure, sgacivolume, and temperature datavé been accumulated for industrially
important gases and liquidBhese data can be represented in then for=f (v, T), called anequation
of state.Equations of state can legpressed in taular, graphical, and analytical forms.

P-v-T Surface

The graph of a functiop = f (v, T) is a suface in three-dimensional spaéégure 2.5shows thep-v-
T relationship fowate. Figure 2.5bshows the projection of the siace onto the pressure-temperature
plane, called th@hase diagramThe projection onto thp—v plane is sbwn in Figure 2.5¢

Pressure

A
°
(75}
S L
g Critical £ ;
2 Solid Liquid  point ﬁ
& &
L £
v
Vapor g : : T>T,
S Triple point Triple line — ;c r
\’ Solid-vapor <%
Temperature Specific volume

6] ()

FIGURE 2.5 Pressure-specifiecolume-temperature surface and projections for water (not to scale).

Figure 2.5has threeegions labeled solid, liquid, andpor where the substanedsts only in a single
phase. Between the single phasgans lietwo-phaseegions, wherewo phases @axist in equilibrium.
The lines separating the single-phaagians from thewo-phase egions ae saturation linesAny state
represented by a point on a saturation lingsaturation stateThe line separating the liquid phase and
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the wo-phase liquidsapor egion is the saturated liquid lin€he state denoted by f is a saturated liquid
state The saturatedapor line separates thvapor egion and thewo-phase liquidsapor egion. The
state denoted by g is a saturavagor stateThe saturated liquid line and the saturatagor line meet

at thecritical point. At the critical point, the pressure isettritical pressue p, and the temperature is
the critical temperatwe T.. Three phases can @dast in equilibrium along the line labaldriple line.
The triple line projects onto a point on the phase diagfém triple point ofwater is used in defining
the Kelvin temperature scale (Section 2.1, Basic Concepts afiditides The Second &w of Ther-
modynamics, Entiay).

When a phase change occurs during constant pressure heating or cooling, the temperature remains
constant as long as both phases are preserardingly, in the wo-phase liquidsapor egion, a line of
constant pressure is also a line of constant temperdirea specified pressure, the corresponding
temperature is called tlsaturation temperate. For a specified temperature, the corresponding pressure
is called thesaturation pessuwe. The egion to the right of the saturatedpor line is kown as the
supeheated vaporegionbecause theaporexists at a temperature greater than the saturation temperature
for its pressureThe region to the left of the saturated liquid line isom as thecompessed liquid
region because the liquid is at a pressure higher than the saturation pressure for its temperature.

When a mixture of liquid andapor cexists in equilibrium, the liquid phase is a saturated liquid and
thevapor phase is a saturategha. The totalvolume of ay such mixture i&/=V; + V,; or, alternaively,

mv = my; + myv,, where m andv denote mass and speciiclume, respeately. Dividing by the total
mass of the mixturen and letting thenass fractiorof the vapor in the mixturem,/m, be symbolized
by x, called thequality, the apparent specifimlumev of the mixture is

v=(1-x)v, +xv,
(2.37a)
=V + XV
where vy, =V, —V;. Expressions similar in form can be written for internargnenthapy, and entrpy:

u= (1= x)u, +xu,

(2.37b)
= U, + XUy
h=(1-x)h +xh,
(2.37c)
= b+t
s=(1-x)s +xs,
(2.37d)

=5 XS

For the case ofvate, Figure 2.6illustrates the phase change from solid to liquid (meltiag)-c
from solid tovapor (sublimation)a’-b’-c’; and from liquid tovapor aporization):a”-b"-c". During
any such phase change the temperature and pressure remain constant and thus are not independent
properties. Th Clapeyon equationallows the change in enth@l during a phase change fated
temperature to bevaluated fromp-v-T data pertaining to the phase chanBer vaporization, the
Clapeyron equation reads

ndeo _ hy—hy

e 2.38
AT Ty, v (2:59)
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Critical
Liquid point
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g a b ¢
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a | Solid
Triple point Vapor
Sublimation
a v b ' ¢ '
Temperature

FIGURE 2.6 Phase diagram for water (not to scale).

where €@p/dT), is the slope of the saturation pressure-temperatuke @irthe point determined by the
temperature held constant during the phase change. Expressions similar in form to Equation 2.38 can
be written for sublimation and melting.

The Clagyron equation stws that the slope of a saturation line on a phase diagram depends on the
signs of the specifiecolume and enthpy changes accompging the phase change. In most cases, when
a phase changekies place with an increase in sgiecenthapy, the specificzolume also increases, and
(dp/dT)., is positve. However, in the case of the melting of ice andea bther substances, the spgexi
volume decreases on meltinthe slope of the saturated solid-liquid vfor thesedw substances is
negaive, as illustrated fowater inFigure 2.6.

Graphical Representations

The intensre states of a pure, simple compressible system can be represented graphicatiy twith a
independent intemge properties as the coordinatescluding properties associated with motion and
gravity. While any such pair may be used, there ameegal selections that arem@ntionally empbyed.
These include thp-T andp-v diagrams ofFigure 2.5 theT-s diagram offigure 2.7 theh-s (Mollier)
diagram ofFigure 2.8 and tke p-h diagram offFigure 2.9 The compressibility charts considereekin
use the compressibilitiactor as one of the coordinates.

Compressibility Charts

The p-v-T relation for a wide range of commagpmses is illustrated by the generalized compressibility
chart ofFigure 2.10.n this chart, the compressibilifacta, Z, is plotted vs. theeducedpressurepg,
reducel temperatureTg, and pseudoeducel specificvolume v, where

(2.39)

:U\“o
_|

and
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_p _T . v
= T.=—, V.= —— 2.40

In theseexpressionsR is the utiversal gas constant aqj and T, denote the critical pressure and
temperature, respéetly. Values ofp, and T, are gven for €veral substances iTable A.9. The reduced
isotherms ofFigure 2.10represent the best ames fitted to the data obweral gaseskor the 30 gases
used in @veloping the chart, theediation of obseredvalues from those of the chart is at most on the
order of 5% and for most ranges is much less.

Figure 2.10gives a commowalue of about 0.27 for the compressibiligctor at the critical point.
As the critical compressibilitiactor for diferent substances actuallgries from 0.23 to 0.33, the chart
is inaccurate in the vicinity of the critical paifithis source of inaccuecg can be remved by restricting
the correlation to substanceavimg essentially the sagz, values. which is equalent to including the
critical compressibilityfactor as an independerdriable:Z = f (T, pr, Z).- TO achéeve greater accucgt

* To determineZ for hydrogen, helium, and neonagle aTy of 5, the reduced temperature and pressure should
be calculated usin@g = T/(T, + 8) and P = p/(p, + 8), where temperatures are khand pressures are in atm.
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Engineering Thermodynamics 2-35

variables other thaf, have been proposed as a third parameter —efample, theacentric factor(see,
e.g., Reid and Shepod, 1966).
Generalized compressibility data are adwailable in tdular form (see, e.g., Reid and Sheod,
1966) and in equation form (see, e.gymdlds, 1979)The use of generalized data nyd&orm (graphical,
tabular, or equation) atiws p, v, andT for gases to bevaluated simply and with reasonable accura
When accurey is an essential consideration, generalized compressibility data should not be used as a
substitute foip-v-T data for a tyen substance asgwided by computer softare, a table, or an equation
of state.

Equations of State

Considering the isotherms Bfgure 2.10it is plausible that theariation of the compressibilitiactor
might beexpressed as an equation, at least for certainvalteiof p and T. Two expressions can be
written that ergy a theoretical basis. Onévgs the compressibilitiactor as an infinite seriegpansion
in pressure,

Z=1+B(T)p+C(T)p? + D(T)p* +...

and the other is a series v,

Z=1+ B(:r) +
\'%

Theseexpressions are kmvn asvirial expansionsand the coiicients B, C D, ... and B,C,D... are
calledvirial coefficients.In principle, the virial cofficients can be calculated usiegpressions from
statistical mechanics deed from consideration of the forfields around the moleculeBhusfar only
the first Bw codficients tave been calculated and only fygses consisting of relagly simple molecules.
The coféficients also can be found, in principle, filting p-v-T data in particular realms of interest.
Only the first éw codficients can be found accurately thngy, however, and the result is giuncated
equationvalid only at certain states.

Over 100 equations of stateMe been dveloped in an attempt to portray accuratelygheTbetavior
of substances and yatoid the compxities inherent in a full virial series. In general, these equations
exhibit little in theway of fundamentallysical significance and are mainly empirical in charatlest
are cveloped for gasedut some describe thev-T behavior of the liquid phase, at least qualitaty.
Every equation of state is restricted to particular stdtes realm of applicability is often indicated by
giving an inteval of pressure, or dengitwhere the equation can leepected to represent thev-T
betavior faithfully. When it is not stated, the realm of applicability often may be approximated by
expressing the equation in terms of the compressilbjdityorZ and the reduced properties, and supe
imposing the result on a generalized compressibility chart or comparing with compressibility data from
the literature.

Equations of state can be cldigzi by the number of adjustable constangg thvolve. The Redlich-
Kwong equation is considered by mgato be the best of thevo-constant equations of state. ivep
pressure as a function of temperature and Bpetlume and thus isxplicitin pressure:

RT a
v-b v(v+b)T"

(2.41)

This equation is primarily empirical in nature, with no rigorous figstiion in terms of molecular
arguments Values for the Redlich-ong constants foreseral substances areogided in Table A.9.
Modified forms of the equationaie been proposed with the aim of awinig better accugy.
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2-36 Section 2

Although the two-constant Redlich-Kwong equation performs better than some equations of state
having several adjustable constants, two-constant equations tend to be limited in accuracy as pressure
(or density) increases. Increased accuracy normally requires a greater number of adjustable constants.
For example, the Benedict-Webb-Rubin equation, which involves eight adjustable constants, has been
successful in predicting thev-T behavior oflight hydrocarbonsThe Benedict-Webb-Rubin equation
is also explicit in pressure,

_RT = ., _Cn1 (bﬁT—a) a0 ¢ yO. 0O vyOo
p_7+§3RT A ?D\*TZ*- - +?+\73_|_2 \7—2DexpD 720 (2.42)

Values of the Benedict-Webb-Rubin constants for various gases are provided in the literature (see, e.g.,
Cooper and Goldfrank, 1967). A modification of the Benedict-Webb-Rubin equation involving 12
constants is discussed by Lee and Kessler, 1975. Many multiconstant equations can be found in the
engineering literature, and with the advent of high speed computers, equations having 50 or more
constants have been developed for representing-th& behavior of different substances.

Gas Mixtures

Since an unlimited variety of mixtures can be formed from a given set of pure components by varying
the relative amounts present, the properties of mixtures are reported only in special cases such as air.
Means are available for predicting the properties of mixtures, however. Most techniques for predicting
mixture properties are empirical in character and are not derived from fundamental physical principles.
The realm of validity of any particular technique can be established by comparing predicted property
values with empirical data. In this section, methods for evaluating¥h€relations for pure components
are adapted to obtain plausible estimates for gas mixtures. The case of ideal gas mixtures is discussed
in Section 2.3, Ideal Gas Model. In Section 2.3, Multicomponent Systems, some general aspects of
property evaluation for multicomponent systems are presented.

The total number of moles of mixtune, is the sum of the number of moles of the components,

i
n:n1+n2+...nj:Zni (2.43)

Therelative amounts of the components present can be described in temudeofractionsThe mole
fractiony; of component isy, = n/n. The sum of the mole fractions of all components present is equal
to unity. The apparent molecular weightis the mole fraction average of the component molecular
weights, such that

M = Zyimi (2.44)

Therelativeamounts of the components present also can be described in tenassdfactions: pim,
wherem is the mass of componeinandm is the total mass of mixture.

The p-v-T relation for a gas mixture can be estimated by applying an equation of state to the overall
mixture. The constants appearing in the equation of stataiarere valuesietermined with empirical
combining rules developed for the equation. For example, mixture values of the comstadtsfor
use in the Redlich-Kwong equation are obtained using relations of the form

j f i
azgzyifﬂzg, b:Zyibl (2.45)
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wherea, andb, are thevalues of the constants for componer@ombination rules for obtaining mixture
values for the constants in other equations of state are also found in the literature.

Another approach is toegard the mixture as if it were a single pure componewing critical
properties calculated by one @f/sral mixture rulesKay's rule isperhaps the simplest of these, requiring
only the determination of a mole fractiemeraged critical temperatufie and critical pressurp,:

j j
R=ZWM Q:ZM% (2.46)

whereT; andp,; are the critical temperature and critical pressure of componesgpedvely. Using
T, andp,, the mixture compressibilitfactorZ is obtained as for a single pure compon&he urkown
guantity from among the pressysevolumeV, temperaturd, and total number of molesof the gas
mixture can then be obtained by solvibg pVNRT.

Additional means for predicting thgv-T relation of a mixture are gvided by empirical mixture
rules. ®veral are found in the engineering literatérecording to theadditive pessue rule the pressure
of a gas mixture igxpressible as a sum of pressueesrted by the indidual components:

P=p+ P+ Py, (2.47a)

where the pressurgs, p,, etc. areevaluated by considering the respeetcomponents to be at the
volumeV and temperatur€ of the mixture The additve pressure rule can eepressed alternaely as

i 0
z=YyzO (2.47b)
215,

whereZ is the compressibilityactor of the mixture and the compressibifiactorsz, are determined
assuming that componenbccupies the entireolume of the mixture at the temperagdr

The additive volume rulgostulates that theolumeV of a gas mixture isxpressible as the sum of
volumes occupied by the indual components:

VEV VL] (2.48a)

where thevolumesV,, V,, etc. areevaluated by considering the respeetcomponents to be at the
pressue p and temperatur€ of the mixture The addiive volume rule can bexpressed alterniaely as

Z= JZinE (2.48b)
&g,

where the compressibilitiactorsz; are determined assuming that compdmeists at the pressuge
and temperatur& of the mixture.

Evaluating Ah, Au, and As

Using appropriate specific heat ape/-T data, the changes in spiecienthaby, internal ensgy, and
entrqpy can be determined between states of single-plegfans Table 2.5provides expressions for
such property changes in terms of particular choices of the indeperat@&iiles: temperature and
pressure, and temperature and dpeeolume.
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Taking Equation 1foTable 2.5as a representaé case, the change in sgacenthaby between states
1 and 2 can be determined using the three stepgnsim the accompaing property diagramThis
requires kowledge of thevariation ofc, with temperature at axiéd pressurg’, and thevariation of
— T(ovldT),] with pressure at temperatsrg, andT,:

1-a Since temperature is constantlg the first inggral of Equation 1ri Table 2.5vanishes, and

h,—h, = J':[v ~T(ovaT),|op

a-b Since pressure is constantpg the second iegral of Equation danishes, and

.
h, - h, :chp(T, p)dT

b-2: Since temperature is constanfTg, the first inégral of Equation danishes, and

h, —h, = I:z[v ~T(ovaT), |op

Adding thesexpressions, the result ig — h,. The required iregrals may be performed numerically or
analyticaly. The analytical approach epedited when an equation of staiglicit in specificvolume
is known.

Similar considerations apply to Equations 2 tof Fable 2.5 To evaluateu, — u;, with Equation 3,
for example, requires theariation ofc, with temperature at axéd specifiocvolumeV', and thevariation
of [T(ap/aT), — p] with specificvolume at temperatusd,; andT,. An analytical approach to performing
the inegrals isexpedited when an equation of staglicit in pressure is kown.

As changes in specific entpgland internal errgy are related througih = u + pv by

h, —h = (uz - u1) + (pzvz - p1V1) (2.49)

only one ofh, — h, andu, —u, need be found by iegration The other can bevaluated from Equation
2.49 The one found by iegration depends on the informatiavailable:h, —h, would be found when
an equation of statexplicit in v andc, as a function of temperature at sofned pressure is kmwn,

u, — u, would be found when an equation of stetplicit in p andc, as a function of temperature at
some specifiwolume is kmown.

Example 6
Obtain Equation 1foTable 2.4and Equations 3 and 4 dable 2.5

Solution With Equation 2.33 and the Maxwell relation corresponding(T, v) from Table 2.2 Equations
3 and 4 of Table 2.5become, respeaetly,

du=c,dT + %@y dv
v
ds:%?—sng+§;Lp§dv
T Vv T v

Introducing thesexpressions fodu anddsin Equation 2.32a, and collecting terms,
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TABLE 2.5 Ah, Au, As Expressions

Independent temperature and pressure
properties:
Preferred U(T, p), cp(T. p)
data:
p 2
Property 1
diagram:
cp(T.p")
p @ b
I 1
T
Property
expressions:
h(T, p): ‘
dh=(—a—ﬁ) dar + oh dp
ITJp P )7

s(T.p)

os s

ds= (—) dT + (—j dp
JT p p )r
% _(@j
T JaT/,
c v

As= jdeT - j(ﬁjpdp

@

29

@

temperature and specific volume

p(T,v), ¢,(T, v)

T 2 oee—a b
& CU(T,U’)
1 a
e g

u(T, v):
() g (0 ,
au=(22) ar+{2) 0 .
s Clig
Au= chdT+j[T(§% - p}dv 3)
s(T,v):
(35 apa (3 :
ds_(&ijdTJr(au)Tdv (4"
s (2)
T aT J,
cy ap
AS = JFdT + J‘(a—T‘)UdU (4)
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i< o

Sinee T andv are independent, the déeients ofdT anddv mustvanish, dgving, respegvely,

;A
T T

u op
=T -
o = THor] P
The first of these corresponds to Equatiorf Table 2.4and Equation 4foTable 2.5 The second of

the almve expressions establishes Equationf3Table 2.5 With similar considerations, Equation 3 of
Table 2.4and Equations 1 and 2 ©able 2.5may be obtained.

Fundamental Thermodynamic Functions

A fundamental thermodynamic function is one thatjates a complete description of the thermodynamic
state. Tlefunctiorsu(s, v) , h(s, p) , W(T, v), and g(T, p) listed n Table 2.2are fundamental thermodynamic
functions.

In principle, all properties of interest can be determined from a fundamental thermodynamic function
by differentiation and combinatioffaking the functiony(T, v) as a representaé case, the properties
v andT, being the independewtriables, are specified to fix the stdtee pressurp and specific entgy
s at this state can be determined bifedentiation of(T, v), as slbwn in Table 2.2 By definition, =
u —Ts, sospecific internal errgy is obtained as

u=y+Ts

with u, p, andv known, the specific enthagy can be found from the fieition h = u + pv. Similarly,
the specific Gibbs function is found from thdidigion g=h —Ts. The specific heat, can be determined
by further diferentiationc, = @u/dT),.

The development of a fundamental function requires the selection of a functional form in terms of
the appropriate pair of independent properties and a set of adjustaffigests that may number 50
or more The functional form is speioéd on the basis of both theoretical and practical considerations.
The coéficients of the fundamental function are determined by requiring that a set of selected property
values and/or obsesd conditions be statisfied in a least-squares s&€hsegenerallyrivolves property
data requiring the assumed functional form to b&eiintiated one or more times, fetamplep-v-T
and specific heat daté&/hen all coicients fave beerevaluated, the function is tested for acayray
using it toevaluate properties for which acceptedues are kawn such awelocity of soun@éndJoule-
Thomsa data. Once a suitable fundamental function is establigkedme accurey in and consistesy
among the thermodynamic properties are possilile properties ofvater tdulated byKeenan et al.
(1969) and by Haar et al. (19843 been calculated from representations of the Helmholtz function.

Thermodynamic Data Retrieval

Tabular presentations of pressure, sfiesblume, and temperature asailable for practically important
gases and liquid3 he tables normally include other properties useful for thermodynamic analyses, such
as internal ergy, enthapy, and entrpy. The varioussteam tablesncluded in the references of this
chapter povide examples. Computer sefare for retréving the properties of a wide range of substances

is alsoavailable, as, foexample, te ASME Stean Tables (1993) and Bornk& and Sonntag (1996).
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Increasingy, textbooks come with computer disksopiding thermodynamic property data feate,
certain refrigerants, andeeral gases modeled as idgakes — see, e.g., Moran and Shapiro (1996).

The samplesteam tablelata presentedhiTable 2.6are representae of dateavailable for substances
commonly encountered in mechanical engineering pradiadge A.5 and Figures 2.7to 2.9 provide
steam tablelata for a greater range of stafBlse form of the tables arftjures, and dw they are used
are assumed to Hamiliar. In particula, the use ofinear interpolationwith such tables is assumed
known.

Specific internal errgy, enthapy, and entrpy data are determined rdia to arbitrary datums and
such datumsary from substance to substance. Referrm@able 2.6athe datum state for the speci
internal enggy and specific entpy of water is seen to correspond to saturated liguater at 0.0°C
(32.0ZF), the triple point temperaturéhe value of each of these properties is set to zero at this state.
If calculations are performedniolving only diferences in a particular spci propery, the datum
cancels When there are changes in chemical composition during the process, special care should be
exercised The approach fatiwed when composition changes due to chemical reaction is considered in
Section 2.4.

Liquid water data (seTable 2.6(l suggests that &itxed temperature theariation of specifiwolume,
internal enggy, and entrpy with pressure is slighThe variation of specific enthgy with pressure at
fixed temperature is samhat greater because pressurexiglicit in the definition of enthal. This
behavior for v, u, s, andh is exhibited generally by liquid data andgeides the basis for the follving
set of equations for estimating property data at liquid states from saturated liquid data:

o(T.5) = vi(T) (2.50a)
o(Tp) = (7) (2.50b)
h(T, p) = h (T) +v, [P~ P (T)] (2.50c)
T.p)=5(7) (2.50d)

As before, the subscript f denotes the saturated liquid state at the tenepEranap,, is the corre-
sponding saturation pressuiidhe underlined term of Equation 2.50c is oftegligible, gving h(T, p)
= h(T), which is used in Example 3 &waluateh,.

In the absence of saturated liquid data, or as an alterrtat such data, ghincompessible model
canbe empbyed:

[V = constant

Incompressible model: BJ - y(T) (2.51)

This model is also applicable to solids. Since internatggneries only with temperature, the sgeci
hed c, is also a function of only temperatuig(T) = du/dl. Although specificvolume is constant,
enthapy varies with both temperature and pressure, such that

h(T, p) = u(T) + pv (2.52)

Differentiation of Equation 2Zwith respect to temperature fated pressureigesc, =c, The common
specific heat is often stvn simply asc. Specific heat and density data feveyal liquids and solids are
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TABLE 2.6 Sample Steam Table Data

(a) Properties of Saturated Water (Liquid-Vapor): Temperature Table

Specific Volume (ni/kg)

Internal Energy (kJ/kg)

Enthalpy (kJ/kg)

Entropy (kJ/kg - K)

Saturated  Saturated Saturated Saturated Saturated Saturated  Saturated  Saturated
Temp Pressure Liquid Vapor Liquid Vapor Liquid Evap. Vapor Liquid Vapor
(°C) (bar) (v x 109 (Vy) (up) (ug) (hy) (hyg) (hy) (s) (sy)
.01 0.00611 1.0002 206.136 0.00 2375.3 0.01 2501.3 2501.4 0.0000 9.1562
4 0.00813 1.0001 157.232 16.77 2380.9 16.78 24919 2508.7 0.0610 9.0514
5 0.00872 1.0001 147.120 20.97 2382.3 20.98 2489.6 2510.6 0.0761 9.0257
6 0.00935 1.0001 137.734 25.19 2383.6 25.20 2487.2 2512.4 0.0912 9.0003
8 0.01072 1.0002 120.917 33.59 2386.4 33.60 2482.5 2516.1 0.1212 8.9501
(b) Properties of Saturated Water (Liquid-Vapor): Pressure Table
Specific Volume (ni/kg) Internal Energy (kJ/kg) Enthalpy (kJ/kg) Entropy (kJ/kg - K)
Saturated  Saturated Saturated Saturated Saturated Saturated Saturated  Saturated
Pressure Temp Liquid Vapor Liquid Vapor Liquid Evap. Vapor Liquid Vapor
(bar) (°C) (v x 109 (Vy) (up) (ug) (hy) (hyg) (hy (s) (sy)
0.04 28.96 1.0040 34.800 121.45 2415.2 121.46 2432.9 2554.4 0.4226 8.4746
0.06 36.16 1.0064 23.739 151.53 2425.0 151.53 2415.9 2567.4 0.5210 8.3304
0.08 41.51 1.0084 18.103 173.87 2432.2 173.88 2403.1 2577.0 0.5926 8.2287
0.10 45.81 1.0102 14.674 191.82 2437.9 191.83 2392.8 2584.7 0.6493 8.1502
0.20 60.06 1.0172 7.649 251.38 2456.7 251.40 2358.3 2609.7 0.8320 7.9085
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TABLE 2.6 Sample Steam Table Data (continued)

T(°C)

Sat.

80
120
160
200

T(°C)

20
80
140
200
Sat.

(c) Properties of Superheated Water Vapor

v(m3/kg) u(kJd/kg) h(kJ/kg) s(kd/kg - K) v(m3kg) u(kJd/kg) h(kJ/kg) s(kd/kg - K)
p = 0.06 bar = 0.006 MPaT_, 36.16C) p = 0.35 bar = 0.035 MPaT,, = 72.69C)
23.739 2425.0 2567.4 8.3304 4.526 2473.0 2631.4 7.7158
27.132 2487.3 2650.1 8.5804 4.625 2483.7 2645.6 7.7564
30.219 2544.7 2726.0 8.7840 5.163 2542.4 2723.1 7.9644
33.302 2602.7 2802.5 8.9693 5.696 2601.2 2800.6 8.1519
36.383 2661.4 2879.7 9.1398 6.228 2660.4 2878.4 8.3237
(d) Properties of Compressed Liquid Water
vx 10 vx 10
(m3kg) u(kJd/kg) h(kJ/kg) s(kd/kg - K) (m3kg) u(kJd/kg) h(kJ/kg) s(kd/kg - K)
p = 25 bar = 2.5 MPa T, 223.99C) p = 50 bar = 5.0 MPa T, = 263.99C)

1.0006 83.80 86.30 0.2961 0.9995 83.65 88.65 0.2956
1.0280 334.29 336.86 1.0737 1.0268 333.72 338.85 1.0720
1.0784 587.82 590.52 1.7369 1.0768 586.76 592.15 1.7343
1.1555 849.9 852.8 2.3294 1.1530 848.1 853.9 2.3255
1.1973 959.1 962.1 2.5546 1.2859 1147.8 1154.2 2.9202
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provided n Tables B.2, C.1, and C.As thevariation ofc with temperature is slight is frequently
taken as constant.
When the incompressible model is applied. Equation 2l tdhe form

h,—-h = TTZC(T)dT + v( p, - pl) (253

= Cave(Tz - Tl) + V( p, - pl)

Also, as Equation 2.32a reducegdu = Tds and du = ¢(T)dT, the change in specific enppis

ns= [ Agr
L T
J (2.54)

Ideal Gas Model

Inspection of the generalized compressibility chaigure 2.10 stows that whe py is small, and for
many states whef is large, thevalue of the compressibilitiactorZ is close to 1. In othexords, for
pressures that arew relaive to p,, and for may states with temperatures high ralatto T, the
compressibilityfactor approaches wlue of 1 Within the indicated limits, it may be assumed with
reasonable accurathatZ = 1 — that is,

pv=RT or pv=RT (2.55a)

whereR = R/9/is the specift gas constant. Other forms of tlegpression in common use are

pvV =nRT, pV =mRT (2.55b)

Referring to Equation'3f Table 2.5 it can be concluded th@u/dv); vanishes identically for gas
whose equation of stateéxactlygiven by Equation 2.55, and thus the sfiedénternal enegy depends
only on temperaturf his conclusion is supported byperimental obsemations keginning with thework
of Joule, who stwed that the internal ergy of air at bw density depends primarily on temperature.

These considerations @l for anideal gas modedf each reafjas: (1) the equation of state iven
by Equation 2.55 and (2) the internal mjyeand enthagly are functions of temperature alofiée real
gas approaches the model in the limit@f reduced pressurét other states the actual l@for may
depart substantially from the predictions of the mo#életordingly, caution should bexercised when
invoking the ideabjas model lest significant error is introduced.

Specific heat data fogases can be obtained by direct measurenwhen extrapolated to zero
pressure, ideajas-specific heats result. Idegs-specific heats also can be calculated using molecular
models of matter together with data from spectroscopic measuremaiesA.9 provides ideal gas-
specific heat data for a number of substarides following ideal gas-specific heat relations are frequently
useful:

¢,(T)=¢,(T)+R (2.56a)
kR R

=, = 2.56b

% k-1 YTkm1 (2.56b)
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where k = c,/c,.
With the ideabas model, Equations 1 to # Table 2.5give Equations 1 to 4fdable 2.7 respedvely.
Equation 2 Table 2.7can beexpressed alterniaely usings’(T) defined by

s(T) = J'T(:"_E_UdT (2.57)
as
s(TZ, pz) - s(Tl, pl) = s°(T2) - ( ) Rin EZ (2.58)

Expressions similar in form to Equations 2.56 to 2.68 can be written on a molar basis.

TABLE 2.7 Ideal Gas Expgessionsfor Ah, Au, and As

Variable Specific Heats Constant Specific Heats
(1) ~H(T) = [ o, ()T @ n)-h(T)=c,(T, T, @)
T,
s(T2 pz)—s(Tl, pl) _J'l 'I(' )dT RIn zj ®) s(TZ, pz)—s(Tl, pl) =c,In-2 T -RIn F;i )
u(T,)-u(T) = J'T Tzcv (T)dT @ u(T,)-u(m)=c,(T,-T) (3)
T.
( ) s(T v) J' = )dT+RInV1 @) s(Tz,vz)—s(Tl,vl)zcvln?j+ Rln\\i—j 4)
$=5 $=5
p(T) b, T, op, A ,
n(1) ® 7B ©
v, (Tz) A T, Qv de ,
Vr (Tl) - 71 (6) ?1 - WZH (6)

For processes of an idegds between statesming the same specific enfig s, = s;, Equation 2.58
gives

b, _ exp[s°(T2) / R]

P, ex s( )/R

or with p, = exp[s°(T)/R]

p. _P(T) = 2.59
n e 7Y (2%

A relation between the spéicivolume and temperatures favd states of an ideghs taving the same
specific entrpy can also be @eloped:

<

, U (TZ)

v, v (T)

(s,=s) (2.59b)
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Equations 2.59 are listed Table 2.7as Equations 5 and 6, respeely.

Table A.8 provides a taular display ofh, u, s°, p,, andv, vs. temperature for air as an idgak.
Tabulations ¢ h, U, ands® for several other commogases are prided in Table A.2. Property retgval
software also pvides such data; see, e.g., Moran and Shapiro (19B6)use of data fro Table A.8
for the nozzle of Example 2 is illustrated in Example 7.

When the idealas-specific heats are assumed constant, Equations 1 ftoldble 2.7become
Equations 1to 6', respedvely. The specific heat, is teken as constant in Example 2.

Example 7

Using data fran Table A.8, evaluate theexit velocity for the nozzle of Example 2 and compare with the
exit velocity for an isentropiexpansion to 15 Ibf/i.

Solution.The exit velocity is gven by Equation 2.27f
v, = Jvf +2(h -h,)
At 960 and 52BR, Table A.8 gives, respeotely, h, = 231.06 Btu/lb andh, = 124.27 Btuk. Then

[Btu[1778.17 ft Obf [[B2.174 Ib [t/sec’ O
Ob 0 1Bw 1 0

_ oftrf
Vv, = J Oso” 2(231.06 -124.27)

= 23125 ft sec

Using Equation 2.59a dp, data fran Table A.8, the specific enthpy at theexit for an isentropic
expansion is found as fallvs:

p(T.)=p, (Ti)% =10615 > 0=1061

Interpolating withp, datg h, = 119.54 Btuk. With this, theexit velocity is 2363.1 ft/secThe actual
exit velocity is about 2% less than tkelocity for an isentropiexpansion, the maximum theoretical
value. In this particular application, there is good agreement in each case betloeiies calculated
using Tablke A.8 data and, as in Example 2, assugnip constant. Such agreement cannoeklgected
generaly, however. See, forexample, the Braytowycle data 6 Table 2.15

Polytropic Processes

An internally eversible process described by #xpressiorpv' = constants called goolytropic process
ard n is the polytropic exponentAlthough thisexpression can be applied with reggs data, it most
generally appears in practice together with the use of the gdsahodel Table 2.8provides ®veral
expressions applicable to polytropic processes and the special fagmakih when the ideajas model
is assumedrlhe expressions fofpdv and fvdphave application to work evaluations with Equations 2.10
and 2.30, respeogtly. In some applications it may be appropriate to determihy fitting pressure-
specificvolume data.

Example 8 illustrates both the polytropic process and the reduction in the compragsachevable
by cooling a gas as it is compressed.

Example 8

A compressor operates at steady state with air entering at 200@ andexiting at 5 ba (a) If the air
undegoes a polytropic process wih = 1.3, determine thevork and heat transfeeach in kJ/kg of air
flowing. Repeat for (b) an isothermal compression and (c) an isentropic compression.
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TABLE 2.8 Polytropic ProcessespV' = Constant

General Ideal Ga$
y(n-1)
p, _Ovd ) p2 _ovd _ond @)
p, v, H A, H - 5»5
n = 0: constant pressure n = 0: constant pressure
n = +e0: constant specific volume n = *o0: constant specific volume

n = 1: constant temperature
n = k: constant specific entropy when k is constant

n=1 n=1
2 v, 2 v,
J’pdv: pv, In—2 @) Ipdv: RTIn—% @)
1 \A 1 Vi
_ 2 - _ pz - 2 — pz
vdp = -p,v, In—2 (3) Ivdp— RTIn=2 3
.L Py 1 Py
nzl nzl
PV R F*(T T)
J’pdv = J'pdv
§ 4) 4)
n-1)/n n-1)/n
_pv b op, 070 _ R G Oe g
n—l% pIH E n—l% HEH E
2 n nR
_LVdp = 1-n (pzvz - plvl) IVdp “1-n (TZ B Tl)
(5) (%)

n-1)/n n-1)/n
_ oy o Op, d g nRT, a Op, o

O
_ = - O
n-1( Hp, H 0 n-1f] Hp, H ]

a  For polytropic processes of closed systems where volume change is the only work mode, Equations 2,4, and 2
are applicable with Equation 2.10 to evaluate the work. When each unit of mass passing through a one-inlet, one-
exit control volume at steady state undergoes a polytropic process, Equations 3, '5,5amde3applicable with

Equations 2.30a and 2.30b to evaluate the power. Also note that gene Ibyjp n pdv

P n= -1 T

- ne ¢
n=k & n =1
&
& n=0
S
© (8
4 \\)
- 2P
n=20 9 co(&
*
7" ? n=1
* Co,
. "-"Q
2
Q’o
"‘a nw=1
2
Re= tm n=k
v s
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Solution Using Equation 5of Table 2.8together with Equation 2.30b,

W, _nRT, Ei— Op, 0" %S
m n—lB p, H

[ﬂ.SDEB 314 kJ E(

293K)|1-(5)°**°
~ 0.3[Hs.97 8.97 kg K [ ]

= -1639
kg

(The area behind process 1-ZFijure 2.11area 1-2-a-b, represents the magnitude ofvtitk required,
per unit mass of airdling.) Also, Equation 1of Table 2.8givesT, = 425 K.

FIGURE 2.11 Internally eversible compression processes.

An enegy rate balance at steady state and epyhddita fran Table A.8 gives

Q W, .. _
oo Teh

= -163.9 +(426.3 - 293.2) = -30. SE—;

(b) Using Equation '3of Table 2.8together with Equation 2.30b,
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Yo - _Rrin P2
m P
rB.314
-2t o03)in5
a7l
= -135.3%)
kg

Area 1-2-a-b on Figure 2.11represents the magnitude of tverk required, per unit of mass of air
flowing. An enegy balance reduces tdvg Q,/m=W,/m = -135.3 kJ/kg. (cJor an isentropic
compression Q,, = 0 and an engy rate balance reduces tovg W, /m = —(,, —h,), where 2 denotes
the exit state With Equation 2.59a ahp, data h,, = 464.8 kJ/kg Tos = 463K). Then W, /m = —(464.8
—293.2) = -171.6 kd/kd\rea 1-2sa-b on Figure 2.11represents the magnitude of therk required,
per unit of mass of airdiving.

Ideal Gas Mixtures

When applied to an ideghs mixture, the addite pressure rule (Section 2[8y-T Relations) is kown

as theDalton modelAccording to this model, eadjas in the mixture acts as ifekists separately at
the volume and temperature of the mixtukgplying the idealgas equation of state to the mixture as
a whole and to each componérpV= nRT, pV = n, RT, wherep, thepartial pressue of component

i, is the pressure that compohewould exert if n; moles occupied the fullolumeV at the temperature
T. Forming a ratio, the partial pressure of companés

n
—p=yp (2.60)

pi:n

whetrey, is the mole fraction of compongnThe sum of the partial pressures equals the mixture pressure.

The internal engy, enthapy, and entrpy of the mixture can be determined as the sum of the réspect
properties of the componegases, mvided that the contoution from eachgas isevaluated at the
condition at which thgasexists in the mixture. On molar basis,

U= Zniﬁi oru=Y yu (2.61a)

H:ZniﬁI oo h=Y yh (2.61b)

i j
S= Xnis or s= ZyﬁI (2.61c)

The specific heatc, and C, for an idealgas mixture in terms of the corresponding spetieats of the
components arexpressed similarly:

i
¢, = Zyiévi (2.61d)
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j
c, = Zyiépi (2.61e)

When working on anassbasis, expressions similar in form to Equations 2.61 can be writtenmasgy
andmass fractionsn place ofmolesandmole fractionsrespectively, and using, h, s, ¢, andc, in
place of u, h,s,c,, and c,, respectively.

The internal energy and enthalpy of an ideal gas depend only on temperature, and thus the and
ﬁ terms appearing in Equations 2.61 are evaluated at the temperature of the mixture. Since entropy
depends orwo independent properties, thg terms are evaluated either at the temperature and the
partial pressur@; of component, or at the temperature and volume of the mixture. In the former case

S= Znisl(T,pi)

= Znﬁ(T,xi p)

Inserting the expressions féf and S given by Equations 2.61b and 2.61c into the Gibbs function,
G=H-TS

(2.62)

(2.63)

:Z”igi(T'pi)

where the molar-specific Gibbs function of componésiy(T, p) = h(T) — Ts(T, p,)- The Gibbs function
of i can be expressed alternatively as

g(T.p)=g(T.p)+RTIn(p/p)

B (2.64)
=g(T.p)+ RTIn(xi p/ p’)
were p' is some specified pressure. Equation 2.64 is obtained by integrating Equation 2.32d at fixed
temperaturdl from pressurg' to p.

Moist Air

An ideal gas mixture of particular interest for many practical applicatiom®ist air. Moist air refers

to a mixture of dry air and water vapor in which the dry air is treated as if it were a pure component.
Ideal gas mixture principles usually apply to moist air. In particulaD#i®n model isapplicable, and

so the mixture pressugeis the sum of the partial pressuggsandp, of the dry air and water vapor,
respectively.

Saturated airis a mixture of dry air and saturated water vapor. For saturated air, the partial pressure
of the water vapor equats.(T), which is the saturation pressure of water corresponding to the dry-bulb
(mixture) temperatur@ The makeup of moist air can be described in terms diutimédity ratio(specific
humidity) and therelative humidityThe bulb of avet-bulb thermometés covered with a wick saturated
with liquid water, and thevet-bulbtemperature of an air-water vapor mixture is the temperature indicated
by such a thermometer exposed to the mixture.
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When a sample of moist air is cooled at constant pressure, the temperature at which the sample
becomes saturated is calle@ trew point temperate. Cooling bebw the daw point temperature results
in the condensation of some of thatervapor initially presentWhen cooled to a final equilibrium
state at a temperature bwlthe dw point temperature, the original sampleuld consist of gas phase
of dry air and saturatedatervapor in equilibrium with a liquidvater phase.
Psycliometric chartsare plotted withvarious moist air parameters, including the bujb and wet-
bulb temperatures, the humidity ratio, and the nedahumidiy, usually for a specifiedalue of the
mixture pressure such as 1 atm. Further discussion of moist air and related psychrometric principles and
applications is pvided in Chapter 9.

Generalized Charts for Enthalpy, Entropy, and Fugacity

The changes in entll and entrpy betweenwo states can be determined in principle by correcting
the respedte property change determined using the igeal model The corrections can be obtained,
at least approximatglby inspection of the generalized enflyadorrection and entpy correction charts,
Figures 2.12and 2.13, respediely. Such data are alswailable in tdular form (see, e.g., Reid and
Shewood, 1966) and calculable using a generalized equation for the compresiibibity(Reynolds,
1979). Using the superscript * to identify idgak propertyalues, the changes in sgecienthaby and
specific entrpy between states 1 and 2 are

_ _ _ _ o h —h e N
R _RT°§RTChEZ_éhRTCh§§ (2.65a)
%—%=*—*—R§fgsé—ﬁfgsaé (2.65b)

The first underlined term on the right side of eaqgbression represents the respecproperty change
assuming ideafjas belvior. The second underlined term is the correction that must be applied to the
ideal gasvalue to obtain the actuedlue The quantitis (h" —h)/RT, and (5" —S)/R at state Would

be read from the respéet correction chart or table or calculated, using the reduced tempéeratur
and reduced pressipg, corresponding to the temperatur, and pressure, at state 1, respecely.
Similarly, (h" —h)/RT, and (S" —S)/R at state 2vould be obtained usirily, ard pg,. Mixture values

for T, ard p, determined by applying K&y rule or some other mixture rule also can be used to enter
the generalized enthsl correction and entpy correction charts.

Figure 2.14gives thefugacity codficient, f/p, as a function of reduced pressure and reduced tempe
ature. Tk fugacity f plays a similar role in determining the sgieciGibbs function for a realas as
pressure plays for the idegds To develop this, consider theariation of the specific Gibbs function
with pressure atxed temperature (fro Table 2.2

ogd

77

For an ideal gas, iagration at fked temperatureiges

g =RTInp+C(T)

whereC(T) is a function of irggration To ewvaluateg for a real gas, fugacity replaces pressure,
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RTInf +C(T)

g:

In terms of the fugacity coefficient the departure of the real gas value from the ideal gas value at fixed

temperature is then
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g-g = RTInip (2.66)

As pressure is reduced at fixed temperatipeends to unity, and the specific Gibbs function is given
by the ideal gas value.
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Multicomponent Systems

In this section are presented some general aspects of the properties of multicomponent systems consisting
of nonreacting mixtures. For a single phaselticomponensystem consisting gf components, an
extensive propert¥X may be regarded as a function of temperature, pressure, and the number of moles
of each component present in the mixtuxe= X(T, p, n, n, ... n). Since X is mathematically
homogeneous of degree dnehen’s, the function is expressible as
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X = Znixi (2.67)

where thepartial molar property)i(i is by definition

_ O
X = ZXHT (2.68)
ni PNy

and the subscript, denotes that al's exceptn, are held fixed during differentiation. A%.T(i depends
in general on temperature, pressure, and mixture compos¥d(T, p, n, n,, ... 1), the partial molal
property X; is an intensive property of the mixture and not simply a property d@htbemponent.

Selecting the extensive propedyto be volume, internal energy, enthalpy, entropy, and the Gibbs
function, respectively, gives

H:ZniHi, S:Znis (2.69)

where V,U,, H,, S, andG, denote the respective partial molal properties.
When pure components, each initially at the same temperature and pressure, are mixed, the changes
in volume, internal energy, enthalpy, and entropy on mixing are given by

i

AVmixing = Z ni (\7| _\7|) (2708)
AU g = ini (U -u) (2.70b)
DH, g = ini(Hi -h) (2.70c)
DS = ini (5-5) (2.70d)

where v, U, ﬁ, ands denote the molar-specific volume, internal energy, enthalpy, and entropy of
pure componerit

Chemical Potential

The partial molal Gibbs function of théh component of a multicomponent system is ¢hemical
potential W,
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_ a
b =G =36 (2.71)
on, Erpn

Like temperature and pressure, the chemical poteptiad,anintensiveproperty.
When written in terms of chemical potentials, Equation 2.67 for the Gibbs function reads

G= inipi (2.72)

For asingle component sysretquation 2.72 reduces ®= ny; that is, the chemical potential equals
the molar Gibbs function. For an ideal gas mixture, comparison of Equations 2.63 and 2.72 guggests
= g (T, p); that is, the chemical potential of componenm an ideal gas mixture equals its Gibbs
function per mole of gasevaluated at the mixture temperature and the partial pressureiti thees

of the mixture.

The chemical potential is a measure ofdbeaping tendenayf a substance in a multiphase system:

a substance tends to move from the phase having the higher chemical potential for that substance to the
phase having a lower chemical potential. A necessary conditiph&ge equilibrium ighat the chemical
potential of each component has the same value in every phase.

The Gibbs phase rulgives the numbef of independent intensive properties that may be arbitrarily
specified to fix the intensive state of a system at equilibrium consistiNgnofireacting components
present inP phasesF = 2 +N — P. Fis called thedegrees of freedoifor thevariance. For water as
a single component, for examphk,= 1 andF = 3 —P.

« For a single phas® = 1 andF = 2: two intensive properties can be varied independently, say
temperatureand pressure, while maintaining a single phase.

¢ For two phases = 2 andF = 1: only one intensive property can be varied independently if two
phases are maintained — for example, temperatupgessure.

« For three phase® = 3 andF = 0: there are no degrees of freedom; each intensive property of
each phase is fixed. For a system consisting of ice, liquid water, and water vapor at equilibrium,
there is a unique temperature: 00132.02F) and a unique pressure: 0.6113 kPa (0.006 atm).

The phase rule does not address the relative amounts that may be present in the various phases.
With G =H - TSandH = U + pV, Equation 2.72 can be expressed as

i

U=TS- pV+Znipi (2.73)

from which can be derived

i
dU = TdS- paV + Z b, dn, (2.74)

When the mixture composition is constant, Equation Beddices to Equation 2.31a.

Ideal Solution

ThelLewis-Randall rulestates that the fugacitf/i of each componenmtn anideal solutionis the product

of its mole fraction and the fugacity of the pure componierd} the same temperature, pressure, and
state of aggregation (gas, liquid, or solid) as the mixture:
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f.=yf  (LewisRandall rule) (2.75)
The following characteristics are exhibited by an ideal solut\rs v, U, =u, H, =h. With these,
Equations 2.70a, b, and ¢ show that there is no change in volume, internal energy, or enthalpy on mixing
pure components to form an ideal solution. Bd@batic mixing of different pure components would
result in an increase in entropy, however, because such a process is irreversible.
The volume of an ideal solution is

V= JZnivi = JZ\/i (ideal solution) (2.76)

whereV, is the volume that pure componéntould occupy when at the temperature and pressure of
the mixture. Comparing Equations 2.48a and 2.76addétive volume rulés seen to be exact for ideal
solutions. The internal energy and enthalpy of an ideal solution are

j j

U= Zniq, H = Zniﬁ (ideal solution) (2.77)

where U, andﬁ denote, respectively, the molar internal energy and enthalpy of pure cormpbnent

the temperature and pressure of the mixture. Many gaseous mixtures at low to moderate pressures are
adequately modeled by the Lewis Randall rule. The ideal gas mixtures considered in Section 2.3, Ideal
Gas Model, is an important special case. Some liquid solutions also can be modeled with the Lewis-
Randall rule.
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2.4 Combustion

The thermodynamic analysis of reactive systems is primarily an extension of principles presented in
Sections 2.1 to 2.3. It is necessary, though, to modify the methods used to evaluate specific enthalpy
and entropy.

Reaction Equations

In combustion reactions, rapid oxidation of combustible elements of the fuel results in energy release
as combustion products are formed. The three major combustible chemical elements in most common
fuels are carbon, hydrogen, and sulfur. Although sulfur is usually a relatively unimportant contributor
to the energy released, it can be a significant cause of pollution and corrosion.

The emphasis in this section is on hydrocarbon fuels, which contain hydrogen, carbon, sulfur, and
possibly other chemical substances. Hydrocarbon fuels may be liquids, gases, or solids such as coal.
Liquid hydrocarbon fuels are commonly derived from crude oil through distillation and cracking pro-
cesses. Examples are gasoline, diesel fuel, kerosene, and other types of fuel oils. The compositions of
liquid fuels are commonly given in terms of mass fractions. For simplicity in combustion calculations,
gasoline is often considered to be octangi, and diesel fuel is considered to be dodecang].¢
Gaseous hydrocarbon fuels are obtained from natural gas wells or are produced in certain chemical
processes. Natural gas normally consists of several different hydrocarbons, with the major constituent
being methane, CHThe compositions of gaseous fuels are commonly given in terms of mole fractions.
Both gaseous and liquid hydrocarbon fuels can be synthesized from coal, oil shale, and tar sands. The
composition of coal varies considerably with the location from which it is mined. For combustion
calculations, the makeup of coal is usually expressed abierate analysigiving the composition on
a mass basis in terms of the relative amounts of chemical elements (carbon, sulfur, hydrogen, nitrogen,
oxygen) and ash. Coal combustion is considered further in Chapter 8, Energy Conversion.

A fuel is said to have burnezbmpletelyif all of the carbon present in the fuel is burned to carbon
dioxide, all of the hydrogen is burned to water, and all of the sulfur is burned to sulfur dioxide. In
practice, these conditions are usually not fulfilled and combustionampleteThe presence of carbon
monoxide (CO) in the products indicates incomplete combustion. The products of combuatiturabf
combustion reactions and the relative amounts of the products can be determined with certainty only by
experimental means. Among several devices for the experimental determination of the composition of
products of combustion are ti@rsat analyzergas chromatographinfrared analyzerandflameion-
ization detectorData from these devices can be used to determine the makeup of the gaseous products
of combustion. Analyses are frequently reported on a “dry” basis: mole fractions are determined for all
gaseous products as if no water vapor were present. Some experimental procedures give an analysis
including the water vapor, however.

Since water is formed when hydrocarbon fuels are burned, the mole fraction of water vapor in the
gaseous products of combustion can be significant. If the gaseous products of combustion are cooled at
constant mixture pressure, thew point temperaturéSection 2.3, Ideal Gas Model) is reached when
water vapor begins to condense. Corrosion of duct work, mufflers, and other metal parts can occur when
water vapor in the combustion products condenses.

Oxygen is required in every combustion reaction. Pure oxygen is used only in special applications
such as cutting and welding. In most combustion applications, air provides the needed oxygen. Ideali-
zations are often used in combustion calculations involving air: (1) all components of air other than
oxygen (Q) are lumped with nitrogen (. On a molar basis air is then considered to be 21% oxygen
and 79% nitrogen. With this idealization the molar ratio of the nitrogen to the oxygen in combustion
air is 3.76; (2) the water vapor present in air may be considered in writing the combustion equation or
ignored. In the latter case the combustion air is regardebtyag3) additional simplicity results by
regarding the nitrogen present in the combustion air as inert. However, if high-enough temperatures are
attained, nitrogen can form compounds, often termeg, N@h as nitric oxide and nitrogen dioxide.
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Even trace amounts of oxides of nitrogen appearing in the exhaust of internal combustion engines can
be a source of air pollution.

The minimum amount of air that supplies sufficient oxygen for the complete combustion of all the
combustible chemical elements is theoretical or stoichiometicamount of air. In practice, the amount
of air actually supplied may be greater than or less than the theoretical amount, depending on the
application. The amount of air is commonly expressed apdteent of theoretical aior thepercent
excesgor percent deficiengyof air. Theair-fuel ratio and its reciprocahe fuel-air ratiq each of which
can be expressed on a mass or molar basis, are other ways that fuel-air mixtures are described. Another
is theequivalence ratiothe ratio of the actual fuel-air ratio to the fuel-air ratio for complete combustion
with the theoretical amount of air. The reactants forlema mixture when the equivalence ratio is less
than unity and aich mixture when the ratio is greater than unity.

Example 9

Methane, CH is burned with dry air. The molar analysis of the products on a dry basis,j9C&;

CO, 0.5%; Q, 2.95%; and B 86.85%. Determine (a) the air-fuel ratio on both a molar and a mass
basis, (b) the percent of theoretical air, (c) the equivalence ratio, and (d) the dew point temperature of
the products, inffF, if the pressure is 1 atm.

Solution.
(&) The solution is conveniently conducted on the basis of 100 Ibmol of dry products. The chemical
equation then reads

aCH, +b(0, +3.76N,) - 9.7CO, +0.5CO + 2.950, +86.85N,, +cH,O

where N is regarded as inert. Water is included in the products together with the assumed 100
Ibmol of dry products. Balancing the carbon, hydrogen, and oxygen, the reaction equation is

10.2CH, +23.1(0, +3.76N,) — 9.7CO, + 0.5CO + 2.950, +86.85N,, + 20.4H,0

The nitrogen also balances, as can be verified. This checks the accuracy of both the given product
analysis and the calculations conducted to determine the unknown coefficients. Exact closure
cannot be expected with measured data, however. On a molar basis, the air-fuel ratio is

AF = 23.1(4.76) 1078 lbmol(air)
10.2 lbmol (fuel)
On a mass basis
[28.97(1 Ib(air)
AF=(10.78) =—————-=19.47
(1078) 56 a1 Ibfuel)

(b) The balanced chemical equation for the complete combustion of methane wtledtetical
amount of air is

CH, +2(0, +3.76N,) ~ CO, +2H,0+7.52N,

The theoretical air-fuel ratio on a molar basis is

.\ 2(476) ___ Ibmol(air)
(AF),., = T Ibl::ocl)(fi;)
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The percent theoretical air is then

(47)

% theoretical air = (ﬂ:)

theo

_10.78
952

=1.13(113%)

(c) Equivalence ratic= (ﬁ)/(ﬁ)mw: 9.52/10.78 = 0.88The reactants form a lean mixture.
(d) To determine thealv point temperature requires the partial presgyiof thewatervapa. The
mole fraction of thevatervapor is

y, = ﬂ =0.169
Y 100+20.4

Sine p = 1 atm,p, = 0.169 atm = 2.48 Ibf/ih. With p,,, = 2.48 Ibf/in2, the corresponding
saturation temperature from the steam tables48FL3his is the éw point temperature.

Property Data for Reactive Systems

Tables of thermodynamic properties such as the steam tablédepralues for the specific entipgl
and entrpy relaive to some arbitrary datum state where the gpgt{al alternately the internal engy)
and entrgy are set to zer&hen a chemical reaction occurspever, reactants disappear and products
are formed, and it is generally no longer possiblevaduae Ah and AS so that these arbitrary datums
cancel Accordingly, special means are required to assign fipesithapy and entrpy for application

to reacting systems.

Property data suited for the analysis of re@csystems arawailable from sveral sourcesThe
ercyclopedc JANAF Thermochemicdiablesis commonly used. Data for a wide range of substances
are retrgvable from Knake et al. (1991), which pvides both thular data and analyticakpressions
readily programmable for use with personal computers of thefigpleeat, enthaly, entry, and Gibbs
function Textbooks on engineering thermodynamics alswiple selected data, as, fecample, Moran
and Shapiro (1995).

Enthalpy of Formation

An enthapy datum for reacting systems can be established by assigning arbitreailyeaof zero to
the enthaly of thestable elementat astandad refaence statavhere the temperature Tg; = 298.15
K (25°C) and the pressure fig;, which may be 1 bar or 1 atm depending on the data sdthhegerm
stable simply means that the particular element is chemically skablexample, at the standard state
the stable forms dfydrogen, oxygen, and nitrogen arg 8,, and N, and not the monatomic H, O, and N.
The molar enthaly of acompoundat the standard state equatseihthalpy of formationrsymbolized
here ly h,. The enthgly of formation is the engy released or absorbed when the compound is formed
from its elements, the compound and elements all beilfg ard p,«. The enthgly of formation may
be determined by application of procedures from statistical thermodynamics usingedbssectro-
scopic dataThe enthgly of formation also can be found in principle by measuring the heat transfer in
a reaction in which the compound is formed from the elements. In this chpteuperscriy is used
to denotep,« . For the case of the entlpsil of formation, the reference temperatiy, is also intended
by this symbalTable 2.9gives thevalues of the enthgy of formation ofvarious substances at 298 K
and 1 atm.
The molar enthal of a substance at a state other than the standard state is found by adding the molar
enthapy chang@ Ah between the standard state and the state of interest to the molapyenthal
formation:
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TABLE 2.9 Enthalpy of Formation, Gibbs Function of
Formation, and Absolute Entropy of Various Substances at 298
Kand 1 atm

h, and g: (kJ/kmol), §° (kJ/kmolsK)

Substance Formula h, g; 5°
Carbon C(s) 0 0 5.74
Hydrogen H(g) 0 0 130.57
Nitrogen NY(9) 0 0 191.50
Oxygen Q(g) 0 0 205.03
Carbon monoxide CO(g) -110,530 -137,150 197.54
Carbon dioxide Cdo) -393,520 —-394,380 213.69
Water HO(g)  -241,820 -228,590  188.72

H,O(l) —-285,830 -237,180 69.95

Hydrogen peroxide 10,(g) -136,310 -105,600  232.63
Ammonia NH(9) —46,190 -16,590  192.33
Oxygen 0(g) 249,170 231,770  160.95
Hydrogen H(g) 218,000 203,290 114.61
Nitrogen N(g) 472,680 455510  153.19
Hydroxy! OH(g) 39,460 34,280 183.75
Methane CH(g) —74,850 -50,790 186.16
Acetylene GHA(9) 226,730 209,170  200.85
Ethylene GH.(9) 52,280 68,120 219.83
Ethane GHe(9) -84,680 -32,800  229.49
Propylene GHe(9) 20,410 62,720 266.94
Propane GHi(g)  -103,850 —23,490  269.91
Butane GHi(9) -126,150 -15,710  310.03
Pentane Hi(9) —146,440 -8,200 348.40
Octane GHi(@)  —208,450 17,320  463.67
CgHy5(l) —249,910 6,610 360.79

Benzene GH(8) 82,930 129,660 269.20
Methyl alcohol CHOH(g) -200,890 -162,140 239.70
CH;OH(l) -238,810 -166,290 126.80

Ethyl alcohol GH:OH(g) -235,310 -168,570 282.59

C,HsOH(l) —277,690 174,890 160.70

Source: Adapted from Wark, K. 1983Thermodynamics4th ed.
McGraw-Hill, New York, as based on JANAF Thermochemical Tables,
NSRDS-NBS-37, 1971Selected Values of Chemical Thermodynamic
Properties NBS Tech. Note 270-3, 1968; aA#P| Research Project 44
Carnegie Press, 1953.

h(T,p)=h; + = +ah (2.78)

h(T.p) - E(Tref : pref)

That is, the enthalpy of a substance is composeﬂiof associated with the formation of the substance
from its elements, and\h, associated with a change of state at constant composition. An arbitrarily
chosen datum can be used to deternihe since it is alifferenceat constant composition. Accordingly,

Ah can be evaluated from sources such as the steam tables and the ideal gas tables.

The enthalpy of combustionﬁRp, is the difference between the enthalpy of the products and the
enthalpy of the reactants, each on a per-mole-of-fuel basis, when complete combustion occurs and both
reactants and products are at the same temperature and pressure. For hydrocarbon fuels the enthalpy of
combustion is negative in value since chemical internal energy is liberated in the reactibeafling
valueof a fuel is a positive number equal to the magnitude of the enthalpy of combustion. Two heating
values are recognized: thigher heating value and thlewer heating value. The higher heating value
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is obtained when all thevater formed by coistion is a liquid; thedwer heatingvalue is obtained
when all thewater formed by coiwstion is avapa. The higher heatingalueexceeds thedwer heating
value by the errgy thatwould be required twaporize the liquidvater formed at the spdied tempe
ature. Heatingalues are typically reported at a temperatureSdC2A77F) and a pressure of 1 bar (or
1 atm) Thesevalues also depend on whether the fuel is a liquid gasaA sampling is povided on a
unit-mass-of-fuel basisiiTable 2.10

TABLE 2.10 Heating Values in kJ/kg of Selected Hydocarbons at 25C

Higher Value Lower Value®
Hydrocarbon  Formula Liquid Fuel Gas. Fuel  Liquid Fuel Gas. Fuel
Methane CH, — 55,496 — 50,010
Ethane C,Hs — 51,875 — 47,484
Propane CyHg 49,973 50,343 45,982 46,352
n-Butane CHyo 49,130 49,500 45,344 45,714
n-Octane CgHyg 47,893 48,256 44,425 44,788
n-Dodecane CiHag 47,470 47,828 44,109 44,467
Methanol CH,OH 22,657 23,840 19,910 21,093
Ethanol C;H;OH 29,676 30,596 26,811 27,731

a H,O liquid in the products.
b H,0 vapor in the products.

In the absence afork W,, and appreciable kinetic and potential rgyedfects, the engy liberated
on conbustion is transferred from a reactor at steady statwdarnmiys: the engly accompaying the
exiting conbustion products and by heat transténe temperature thatould be acteved by the products
in the limit of adiabatic operation isdladiabatic flameor adiabatic combustiotemperature.

For a specified fuel and specified temperature and pressure of the reactantsgithumadiabatic
flame temperature is realized for complete bostion with the theoretical amount of.gtxample 10
provides an illustrationThe measuredalue of the temperature of the damstion products may be
several hundred egjrees bedw the calculated maxunum adiabdtamme temperatureptvever, for sveral
reasons including the folving: (1) heat loss can be redudad not eliminated; (2) once adequate
oxygen has been qided to permit complete cdmstion, bringing in more air dilutes the clmstion
products, dwering the temperature; (3) incomplete dmstion tends to reduce the temperature of the
products, and cobustion is seldom complete; (4) as result of the high temperaturesexthsome of
the conbustion products may dissociate. Endothermic dissociation reactionsoaiso the product
temperature.

Absolute Entropy

A common datum for assigning erpyovalues to substancesvolved in chemical reactions is realized
through thehird lawof thermodynamics, which is basedexperimental obseations obtained primarily
from studies of chemical reactions avltemperatures and spiciheat measurements at temperatures
approaching absolute zerbhe third bw states that the enfp of a pure crystalline substance is zero
at the absolute zero of temperature, 0 K®. Substances notbing a pure crystalline structureyve
a nonzerovalue of entrpy at absolute zero.

The third bw provides a datum relate to which the entgy of each substance participating in a
reaction can bevaluated The entrpy relafve to this datum is called ttabsoluteentrqoy. The change
in entrpy of a substance between absolute zero agdjizen state can be determined from measure-
ments of engy transfers and specific heat data or from procedures based on statistical thermodynamics
and obsered molecular datdable 2.9and TablesA.2 ard A.8 provide absolute entpy data forvarious
substances. In these tablpg, =1 atm.

When the absolute enpp is known at pressur@, and temperatur&, the absolute entpy at the
same temperature aghy pressurep can be found from
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S(T.0) = (T, P ) +[S(T. D) (T, P )] (2.79)

For an ideal gas, the second term on the right side of Equation 2.79 can be evaluated by using Equation
2.58, giving

S(T.p) =°(T) - ﬁmpi (ideal gas) (2.80)

In this expressionS® T denotes the absolute entropy at temperafuaed pressurp,-.
The entropy of théth component of aideal gas mixturés evaluated at the mixture temperatiire
and thepartial pressurep;: S (T, p). For theith component, Equation 2.80 takes the form

(2.81)
(ideal gas)

where s° T) is the absolute entropy of componemtt temperaturd@ andp,;.

Example 10

Liquid octane at 25C, 1 atm enters a well insulated reactor and reacts with dry air entering at the same
temperature and pressure. For steady-state operation and negligible effects of kinetic and potential energy,
determine the temperature of the combustion products for complete combustion with the theoretical
amount of air, and (b) the rates of entropy generation and exergy destruction, each per kmol of fuel.

Solution.For combustion of liquid octane with the theoretical amount of air, the chemical equation is

CgHy,(1) +12.50, + 47N, — 8CO, +9H,0(g) + 47N,

(a) At steady state, the control volume energy rate balance reduces to read

O:/%O—}/_r%: Zni(ﬁ: +Aﬁ)i - Zne(ﬁ: +Aﬁ)e

where R denotes reactant®, denotes products, and the symbols for enthalpy have the same
significance as in Equation 2.78. Since the reactants entéiGytt@g correspondingAh), terms
vanish, and the energy rate equation becomes

Z ne(Aﬁ)e = Z nh, - Z nh,,

Introducing coefficients from the reaction equation, this takes the form

8(AE)COZ * g(AH)HZO(g) * 47(AH)N2 = gﬁ:)chm(l) -'-:I-ZS(H:)O2 * 47(ﬁ:)NZE

B %(Hfo)co2 * 9(H:)H20(g) * 47(Aﬁfo)N2§
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(b)

Section 2
Using data fran Table 2.9to evaluate the right side,

gah)  +9(ah) _  +47(ah) =5,074,630 ky/kmol (fuel)

0, 20(9) N2

Each Ah term on the left side of this equation depends on the temperature of the proglucts
which can be sekd for iteraitvely asT, = 2395 K
The entrpy rate balance on a peole-of-fuel basis tes the form

o .
R < < < < < )y Sen
0=) 5 45 (125s,, +475,, ) - (SSCOZ +95, 0 * 47sN2) o
]
or on rearrangement,
Sen [ ) oy B .
o (SSCOZ +95, 00+ 47sN2) -5 - (125s,, +475,,)

The absolute entpy of liquid octane fran Table 2.9is 360.79 kJ/mol - KThe oxygen and
nitrogen in the comustion air enter the reactor as components of an gksamixture afl,,
P - With Equation 2.81, wherp = p,«, and absolute entpy data fron Table 2.9
So, = §52(Tref) - ﬁInyo2
= 205.03-8.314In0.21 = 218.01 kJ/kmol [K
§N2 = S;z(Tref) - ﬁInyNz
=191.5-8.314In0.79 = 193.46 kJ/kmol (K

The product gasxits as a gas mixture at 1 atm, 2395 K with theofeithg composition: Yo,
=8/64 = 0.125 Yy,0p) = 9/64 = 0.1406 yy, = 47/64 = 0.7344With Equation 2.81, wherp
= p.«,» and absolute entpy data at 2395 K fnm Table A.2,

Sco, =320.173~ 8.314In0.125 = 337.46 kJ/'kmol (K
Si,0 = 273.986 - 8.314In0.1406 = 290.30 kJ/kmol (K

S, = 258.503 - 8.314In0.7344 = 261.07 kJ/'kmol (K

Insertingvalues, the rate of enfyg generation is

5
? = §(337.46) +9(290.30) + 47(261.07) — 360.79 — 12.5(218.01) - 47(193.46)
F
= 5404 kJ/kmol (K

Using Equation 2.87 and assugify, = 298 K, the rate oéxergy destructions ED/hF =1.61
x 10 kJ/kmol.
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Gibbs Function of Formation

Paralleling the approach used for enflyala value of zero is assigned to the Gibbs function of each
stable element at the standard state Gibbs function of formatimof a compound equals the change
in the Gibbs function for the reaction in which the compound is formed from its eleeioles 2.9
provides Gibbs function of formation data wdrious substances at 298 K and 1 atm.

The Gibbs function at a state other than the standard state is found by adding to the Gibbs function
of formation the change in the speciGibbs functio Ag between the standard state and the state of
interest:

=g; +Ag (2.82a)

o(T.p) =8 +[o(T.P)~5(Ts P

where

Ag = [h(T’ p) - h(Tref ' pref )] _[Tg(T’ p) - Tref §(Tref ’ pref) (282b)
The Gibbs function of componein in an ideal gas mixture ievaluated at the partial pressure of
componehi and the mixture temperature.

As an application, the maximum theoretieairk that can beaeloped, per mole of fuel consumed,
is evaluated for the contrololume of Figure 2.15where the fuel and oxygen each enter in separate
streams and carbon dioxide awdter eaclexit separatgl. All entering andexiting streams are at the
same temperatur and pressurp. The reaction is complete:

C,H, + %H%SOZ - aCo, +2H20

This controlvolume is similar to idealizedadices such as aversible fuekell or avarit Hoff equilibrium
box.

Wev

FIGURE 2.15 Device for evaluating maximum work.

For steady-state operation, the yerate balance reduces tiveg
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wher n. denotes the molardiv rate of the fuel. Kinetic and potential ege efects are egarded as
negligible. If heat transfer occurs only at the temperaiyran entrpy balance for the contrafolume
takes the form

Q/he . b _ b_ . Sa
0=- -|{F+SF+%‘+4%°2_aSCOZ_ZSHZO+r$F

Eliminating the heat transfer term from theseressions, aexpression for the maximum theoretical
value of thework developed per mole of fuel is obtained when the gytgeneration term is set to zero:

e, B B o~ SPoff T B R 55, 35107

This can be written alterrigely in terms of the entha) of cormbustion as

é‘g—wém ~heo (T, D) Tg %1 %O -85, ~ zoa ,p) (2.83a)

or in terms of Gibbs functions as

D\ch O nl b B b
Bh B BF7 e Z%Oz ~80co, ~ 5 G0 aT, p) (2.83b)

Equation 2.83b is used in the solution to Example 11.

Example 11

Hydrogen (H) and oxygen (9, each at 28, 1 atm, enter a fuel cell operating at steady state, and
liquid waterexits at the same temperature and pressilie hydrogen éw rate is2 x 10 kmol/sec

and the fuel cell operates isothermally 8t@ Determine the maximum theoreticalgr the cell can
develop, in V.

Solution Theoverall cell reaction is k+ 1/2 G, - H,0(¢), and Equations 2.83 are applicable. Selecting
Equation 2.83b, and using Gibbs function datanfi@ble 2.9,

1

FEm =, + 2%, - 9,0y ]25°C, 1atm)

=0+ %(o) ~ (~237,180) = 237,180 kJ/kmol

Then

0 0 kmol ([ kw O
(v, ) .m %37 180, % 10 s thiged 47.4 KW
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Reaction Equilibrium

Let the objedve be to determine the equilibrium composition of a system consistifigeajass A,
B, C, D, and E, at a temperatufeand pressurp, subject to a chemical reaction of the form

V,A+vgB o v.C+v,D

where thev's are stoichiometric céficients. Component E is assumed to be inert and thus does not
appear in the reaction equatidrhe equation suggests that at equilibrium the terydehA and B to
form C and D is just balanced by the tergeaf C and D to fam A and B.
At equilibrium, the temperature and presswrrild be uniform throughout the systefditionally,
the equation ofreaction equilibriunmust be satisfied:

VaHa +VgHg = Vol +VpHp (284&)

where theu's are the chemical potentials (Section 2.3, Multicomponent SystérasBo C, and D in
the equilibrium mixture. In principle, the composition thatuld be present at equilibrium for agn
temperature and pressure can be determined by solving this equation.

For ideal gas mixtures, the solution procedure is siiegliby using thequilibrium constant KI)
and the folbwing equation:

c*tVp~Va~Ve

yeyw O p O
KM =% o 0O

Ya'Yg 0P O

(2.84Db)
_ néc n\l:’)D Dp/ Pres IjIC+VD_VA_VB
nen® 0 n

wher vy, Vs, Yo, and y, denote the mole fractiond 4, B, C, and D in the equilibrium mixture ém
=n, + Ng + N + Ny + Ng, where then'sdenote the molar amounts of Weeses in the mixturdabulations
of K(T) for each of everal reactions of the form Equation 2.84a awiged in Table 2.11An application
of Equation 2.84b is pvided in Example 12.
Example 12
One kmol of CO reacts with the theoretical amount of dry air to form an equilibrium mixture,pf CO
CO, 0,, and N at 2500 K, 1 atm. Determine the amount of CO in the equilibrium mixture, in kmol.

Solution The reaction of CQuith the theoretical amount of dry air to form £QO, O,, and N is

(:o+%o2 +1.88N, - zco+§o2 +(1-2)CO, +1.88N,

where zis the amount of CQn kmol, present in the equilibrium mixturghe total number of mod is

576+z

n=z+Z+(1-2)+188=
2 2

At equilibrium CQ - CO+ 1/2 O,; and Equation 2.84b kas the form

42270 pp,
1-z q5.76+2)20

wherep/pg = 1. At 2500 K Table 2.11 tyesK = 0.0363. Solving iterately, z = 0.175.
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TABLE 2.11 Logarithms to the Base 10 of the Equilibrium ConstantK

Section 2

log,o K
CO, +H,
1,0,+Y,N, HO « H0 = CO, = Temp

Temp (K) Hy = 2H O, =20 N, = 2N <NO  H,+%,0, OH +%H, CO+Y%,0, CO+H,0  (R)

298 —-71.224 -81.208 -159.600 -15.171 —40.048 —46.054 —-45.066 -5.018 537
500 -40.316 -45.880 -92.672 -8.783 —22.886 —-26.130 —-25.025 -2.139 900
1000 -17.292 -19.614 -43.056 —-4.062 -10.062 -11.280 -10.221 -0.159 1800
1200 -13.414 -15.208 -34.754 -3.275 —7.899 -8.811 -7.764 +0.135 2160
1400 -10.630 -12.054 -28.812 -2.712 —6.347 -7.021 -6.014 +0.333 2520
1600 -8.532 -9.684 —24.350 -2.290 -5.180 -5.677 —-4.706 +0.474 2880
1700 —7.666 -8.706 -22.512 -2.116 —-4.699 -5.124 -4.169 +0.530 3060
1800 —6.896 -7.836 -20.874 -1.962 -4.270 -4.613 -3.693 +0.577 3240
1900 —-6.204 —7.058 -19.410 -1.823 -3.886 —-4.190 -3.267 +0.619 3420
2000 -5.580 —-6.356 —18.092 -1.699 -3.540 -3.776 -2.884 +0.656 3600
2100 -5.016 -5.720 -16.898 -1.586 -3.227 -3.434 —-2.539 +0.688 3780
2200 -4.502 -5.142 -15.810 -1.484 —2.942 -3.091 —-2.226 +0.716 3960
2300 -4.032 -4.614 -14.818 -1.391 —2.682 —-2.809 -1.940 +0.742 4140
2400 -3.600 -4.130 -13.908 -1.305 —2.443 —-2.520 -1.679 +0.764 4320
2500 -3.202 -3.684 -13.070 -1.227 —-2.224 -2.270 -1.440 +0.784 4500
2600 -2.836 -3.272 -12.298 -1.154 -2.021 —-2.038 -1.219 +0.802 4680
2700 —-2.494 —-2.892 -11.580 -1.087 -1.833 -1.823 -1.015 +0.818 4860
2800 -2.178 —-2.536 -10.914 -1.025 -1.658 -1.624 -0.825 +0.833 5040
2900 -1.882 —-2.206 -10.294 -0.967 -1.495 -1.438 -0.649 +0.846 5220
3000 -1.606 -1.898 -9.716 -0.913 -1.343 -1.265 -0.485 +0.858 5400
3100 -1.348 -1.610 -9.174 -0.863 -1.201 -1.103 -0.332 +0.869 5580
3200 -1.106 -1.340 -8.664 -0.815 -1.067 —-0.951 -0.189 +0.878 5760
3300 -0.878 -1.086 -8.186 -0.771 —-0.942 -0.809 -0.054 +0.888 5940
3400 -0.664 -0.846 —7.736 -0.729 -0.824 -0.674 +0.071 +0.895 6120
3500 -0.462 -0.620 -7.312 -0.690 -0.712 -0.547 +0.190 +0.902 6300

Source: Based on data from the JANAF Thermochemical Tables, NSRDS-NBS-37, 1971.
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2.5 Exergy Analysis

The method ofexegy analysis(availability analysi$ presented in this section enables the location,
cause, and true magnitude of Eyyeresourcevaste and loss to be determined. Such information can
be used in the design oém enegy-€ficient systems and for impring the performance aisting
systems. kergy analysis also pvides insights that elude a purdigst-law approachFor example, on
the basis of firstdw reasoning alone, the condenser ofoavgr plant may be miskanly identified as
the component primarily responsible for the plargeemingly dw overall performanceAn exergy
analysis correctlyaveals not only that the condenser loss is it unimportant (see the lastd
rows of the Rankineycle values 6 Table 2.15)but also that the steam generator is the principal site
of thermodynamic infficiency owing to conbustion and heat transfer eversibilities within it.
Whenexergy concepts are combined with principles of engineering ecgribi result is kawn as
thermoeconomic§ hermoeconomics allvs the real cost sources at the comporewet to be identified:
capital nvestment costs, operating and maintenance costs, and the costs associated with the destruction
and loss oexergy. Optimization of thermal systems can be aaidl by a careful consideration of such
cost sources. From this perspeetthermoeconomids exegy-aided cost minimization.
Discussions okxergy analysis and thermoeconomics arevjgted by Bejan et al. (1996), Moran
(1989), and Moran and Shapiro (1995). In this section salient aspects are presented.

Defining Exergy

An opportunity for doingvork exists whemver wo systems at €ferent states are placed in communi-
cation because, in principlejork can be éveloped as thewo are albwed to come into equilibrium.
When one of thento systems is a suitably idealized system calfeedrronmentand the other is some
system of interestexegy is the maximum theoretical usefwork (shaftwork or electricalwork)
obtainable as the systems interact to equilibrium, heat transfer occurring withvittesraent ony.
(Alternatvely, exergy is the minimum theoretical usefubrk required to form a quantity of matter from
substances present in the/ieonment and to bring the matter to a sfiedi state.) kergy is a measure
of thedepartue of the state of the system from that of tiei®mnment, and is therefore an ditrie of
the system andw®ironment togethe Once the mvironment is specified,dwever, avalue can be assigned
to exergy in terms of propertyalues for the system onlsoexergy can be egarded as aextensve
property of the system.

Exergy can be destyed and generally is not conged A limiting case is wherexergy would be
completely destyed, aswould occur if a system were to come into equilibrium with thérenment
spontaneouglwith no povision to obtainwork. The capability to évelop work thatexisted initially
would be completelyvasted in the spontaneous process. Ma@re since novork needs to be done to
effect such a spontaneous change,vilee ofexergy can mver be mgaive.

Environment

Models withvarious évels of specificity are empyed for describing thengironment used tevaluate
exergy. Models of the mvironment typically refer to some portion of a systersurroundings, the
intengve properties of each phase of which are uniform and do not changéaighi as a result of
any process under consideratiofhe ewironment is egarded as composed of common substances
existing in dundance within the Earthatmosphere, oceans, and criise substances are in their stable
forms as tby exist naturaly, and there is no possibility o&eelopingwork from interactions —Ilpysical
or chemical — between parts of thevieonment Although the interise properties of thengironment
are assumed to be unchanging, eéktensve properties can change as a result of interactions with other
systems. Kinetic and potential egies aresvaluated relave to coordinates in thendronment, all parts
of which are considered to be at rest with respect to one anothe

For computational ease, the temperafliy and pressur@, of the @wvironment are often k&n as
standard-stat@alues, such as 1 atm an8°€ (77F). However, these properties may be syfex
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differently depending on the application, andp, might be taken as the average ambient temperature
and pressure, respectively, for the location at which the system under consideration operates. Or, if the
system uses atmospheric dig,might be specified as the average air temperature. If both air and water
from the natural surroundings are us&gyould be specified as the lower of the average temperatures
for air and water.

Dead States

When a system is in equilibrium with the environment, the state of the system is callecdhstate.

At the dead state, the conditions of mechanical, thermal, and chemical equilibrium between the system
and the environment are satisfied: the pressure, temperature, and chemical potentials of the system equal
those of the environment, respectively. In addition, the system has no motion or elevation relative to
coordinates in the environment. Under these conditions, there is no possibility of a spontaneous change
within the system or the environment, nor can there be an interaction between them. The value of exergy
is zero.

Another type of equilibrium between the system and environment can be identified. This is a restricted
form of equilibrium where only the conditions of mechanical and thermal equilibrium must be satisfied.
This state of the system is called thstricted dead statét the restricted dead state, the fixed quantity
of matter under consideration is imagined to be sealed in an envelope impervious to mass flow, at zero
velocity and elevation relative to coordinates in the environment, and at the tempEyatuiepressure

Po-
Exergy Balances

Exergy can be transferred by three means: exergy transfer associated with work, exergy transfer associated
with heat transfer, and exergy transfer associated with the matter entering and exiting a control volume.
All such exergy transfers are evaluated relative to the environment used to define exergy. Exergy is also
destroyed by irreversibilities within the system or control volume.

Exergy balances can be written in various forms, depending on whether a closed system or control
volume is under consideration and whether steady-state or transient operation is of interest. Owing to
its importance for a wide range of applications, an exergy rate balance for control volumes at steady
state is presented next.

Control Volume Exergy Rate Balance

At steady state, the control volume exergy rate balance takes the form

0=F &, W, +TE-TE -5,
J 1 e

(2.85a)
rates of rate of
exergy exergy
transfer destruction
or
0 q-Tog W ' ' E (2.85b)
= -2 -W, + e—- ) me - .
Z% j gg] cv Z m i Z ee D

© 1999 by CRC Press LLC



Engineering Thermodynamics 2-71

V\/W has the same significance as in Equation 2.22: the work rate excluding the flov\Q}/ork. is the
time rate of heat transfer at the location on the boundary of the control volume where the instantaneous
temperature i¥;. The associated rate of exergy transfer is

. O 0.
By = EJ.——O[QJ. (2.86)

—

]

As for other control volume rate balances, the subsdrisle denote inlets and outlets, respectively.

The exergy transfer rates at control volume inlets and outlets are denoted, respectizetynas and
E, =me,. Finally, E; accounts for the time rate of exergy destruction due to irreversibilities within
the control volume. The exergy destruction rate is related to the entropy generation rate by

E, =T,S (2.87)

D 0™gen

The specific exergy transfer termsande, are expressible in terms of four components: physical
exergy€e, kinetic exergyeN, potential exergye’”, and chemical exergg-:

e=e™ +eMN +e7 +e™ (2.88)

The first three components are evaluated as follows:

e =(h-h)-T(s-5) (2.89a)
KN 1 2

e =2V (2.89Db)

e =gz (2.89¢)

In Equation 2.89d), ands, denote, respectively, the specific enthalpy and specific entropy at the restricted
dead state. In Equations 2.89b and 2.89c, vzashehote velocity and elevation relative to coordinates
in the environment, respectively. The chemical exefdjyis considered next.

Chemical Exergy

To evaluate the chemical exergy, the exergy component associated with the departure of the chemical
composition of a system from that of the environment, the substances comprising the system are referred
to the properties of a suitably selected set of environmental substances. For this purpose, alternative
models of the environment have been developed. For discussion, see, for example, Moran (1989) and
Kotas (1995).

Exergy analysis is facilitated, however, by employinstandard environmerdand a corresponding
table ofstandard chemical exergieStandard chemical exergies are based on standard values of the
environmental temperatufig and pressurp, — for example, 298.15 K (2€) and 1 atm, respectively.
A standard environment is also regarded as consisting of a set of reference substances with standard
concentrations reflecting as closely as possible the chemical makeup of the natural environment. The
reference substances generally fall into three groups: gaseous components of the atmosphere, solid
substances from the lithosphere, and ionic and noninonic substances from the oceans. The chemical
exergy data of Table 2.12 correspond to two alternative standard exergy reference environments, called
here model | and model II, that have gained acceptance for engineering evaluations.

Although the use of standard chemical exergies greatly facilitates the application of exergy principles,
the termstandardis somewhat misleading since there is no one specification of the environment that
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sufices for all applications. Still, chemicakergies calculated relate to alternave specifications of
the ewironment are generally in good agreeméiat: a broad range of engineering applications the
simplicity and ease of use of standard chenegelgies generally outweighng slight lack of accurey
that might result. In particulathe dfect of slightvariations in thevalues ofT, andp, about thevalues
used to determine the standard chemégatgies reportedn Table 2.12can be eglected.

The literature ofexergy analysis pvides ®veral expressions atwing the chemicakxergy to be
evaluated in particular cases of interd3te molar chemicadxergy of a gas mixture, foexample, can
be evaluated from

i i
e = Zyié,CH + ﬁTOZyi Iny, (2.90)

where é,CH is the molar chemicaixergy of theith component.

Example 13

Ignoring the kinetic and potentiekergies, determine thexergy rate, in kJ/kg, associated with each of
the following streams of matter:

(a) Saturatedvatervapor at 20 ba
(b) Methane at 5 bar, 25°C.

Let T, = 298 K,p, = 1.013 bar (1 atm).

Solution.Equation 2.88 reduces to read

e=(h-hy)-Ty(s-s,) +e™

(8 From Table A.5, h = 2799.5 kJ/kgs = 6.3409 kJ/kg - KAt T, = 298 K (25C), waterwould be
a liquid; thus with Equations 2.50c and 2.5Qgk 104.9 kJ/kgs, = 0.3674 kd/kg - KTable 2.12
(model 1) gvesett = 45/18.02 = 2.5 kJ/kgrhen

e =(2799.5-104.9) — 298(6.3409 - 0.3674) + 2.5
=9145+25=917.0 kJ’kg
Here the specifiexergy is determined predominately by thieypical component.

(b) Assuming the ideagas model for methané,— h, = 0. Also, Equation 2.58 reduces tivgs —
S = —RInp/p,. Then, Equation 2.88 reads

e=RT,Inp/p, +e~"

With e*H = 824,350/16.04 = 51,393.4 kJ/kg fitdable 2.12(model 1),

(B.314 kJ O 5 kJ
e= 298 K)In—— +51,393.4—
%6.04 kgIIIK%( ) 1.013 L kg
=246.6+51,393.4
=51,640 kJ'kg

Here the specifiexergy is determined predominately by the chemical component.
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TABLE 2.12 Standard Molar Chemical Exergy, et (kJ/kmol),
of Various Substances at 298 K angd,

Substance Formula Model f Model I1®
Nitrogen N(g) 640 720
Oxygen Q(g) 3,950 3,970
Carbon dioxide Cdig) 14,175 19,870
Water HO(g) 8,635 9,500

H,O(l) 45 900

Carbon (graphite) C(s) 404,590 410,260
Hydrogen H(a) 235,250 236,100
Sulfur S(s) 598,160 609,600
Carbon monoxide CO(g) 269,410 275,100
Sulfur dioxide SQg) 301,940 313,400
Nitrogen monoxide NO(g) 88,850 88,900
Nitrogen dioxide NQ(Q) 55,565 55,600
Hydrogen sulfide 55(g) 799,890 812,000
Ammonia NH(9) 336,685 337,900
Methane CH(g) 824,350 831,650
Ethane GHq(9) 1,482,035 1,495,840
Methanol CHOH(g) 715,070 722,300

CH,OH()) 710,745 718,000
Ethy! alcohol GH5OH(0) 1,348,330 1,363,900

C,H-OH()) 1,342,085 1,357,700

a  Ahrendts, J. 1977. Die Exergie Chemisch Reaktionsfahiger Systeme,
VDI-ForschungsheftVDI-Verlag, Dusseldorf, 579. Also see
Reference StateEnergy — The International Journd: 667-677,

1980. In Model I, p= 1.019 atm. This model attempts to impose a
criterion that the reference environment be in equilibrium. The
reference substances are determined assuming restricted chemical
equilibrium for nitric acid and nitrates and unrestricted
thermodynamic equilibrium for all other chemical components of
the atmosphere, the oceans, and a portion of the Earth’s crust. The
chemical composition of the gas phase of this model approximates
the composition of the natural atmosphere.

b Szargut, J., Morris, D. R., and Steward, F. R. 18Bfergy Analysis
of Thermal Chemical and Metallurgical Processesiemisphere,

New York. In Model Il, g = 1.0 atm. In developing this model a
reference substance is selected for each chemical element from
among substances that contain the element being considered and that
are abundantly present in the natural environment, even though the
substances are not in completely mutual stable equilibrium. An
underlying rationale for this approach is that substances found
abundantly in nature have little economic value. On an overall basis,
the chemical composition of the exergy reference environment of
Model Il is closer than Model | to the composition of the natural
environment, but the equilibrium criterion is not always satisfied.

The small difference betwegy = 1.013 bar and the value pgf for model | has been ignored.

Exergetic Efficiency

The exergetic efficiency (second law efficiency, effectiveness, or rational efficiency) provides a true
measure of the performance of a system from the thermodynamic viewpoint. To define the exergetic
efficiency both groductand afuel for the system being analyzed are identified. The product represents
the desired result of the system (power, steam, some combination of power and steam, etc.). Accordingly,
the definition of the product must be consistent with the purpose of purchasing and using the system.
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The fuel represents the resouregpended to generate the product and is not necessarily restricted to
being an actual fuel such as a natgad, oil, or coal. Both the product and the fuel exgressed in
terms ofexergy.

For a controlvolume at steady state whosergy rate balance reads

E.=E, +E, +E,

the exergetic dficiency is
(2.91)

where the rates at which the fuel is supplied and the product is geneeated and E_, respedtely.

E, amd E_ denote the rates ekergy destruction anéxergy loss, respeitely. Exergy is destoyed

by irreversibilities within the contrololume, andexergy is lost from the contrololume via stray heat
transfe, material streamsented to the surroundings, and sa ©he exergetic dficiency stows the
percentage of the fuekergy provided to a controbolume that is found in the produstergy. Moreover,

the dfference between 100% and thelue of theexergetic dficiency, expressed as a percent, is the
percentage of the fuekergy wasted in this contrololume asexergy destruction andxergy loss.

To apply Equation 2.91, decisions are required concerning what are considered as the fuel and the
product Table 2.13provides illustrations for everal common components. Similar considerations are
used to writeexergetic dficiencies for systems consisting @/sral such components, as, sample,

a power plant.

Exergetic dficiencies can be used to assess the thermodynamic performance of a component, plant,
or industry relate to the performancef aimilar components, plants, or industries. By this means the
performance of gas turbine, for instance, can geuged relave to the typical present-day performance
level of gas turbinesA comparison okxergetic dficiencies fordissimilar devices — gas turbines and
heatexchangers, foexample — is generally not sididant, fowever.

The exergetic dficiency is generally more meaningful, objet, and useful than otheffieiencies
based on the first or secoravlof thermodynamics, including the therméfi@ency of a pwer plant,
the isentropic #iciency of a compressor or turbine, and théeetveness of a heaxchange The
thermal éficiency of a cogeneration system, for instance, is misleading because it treatgobdotind
heat transfer asaliing equal thermodynamiealue The isentropic turbinefficiency (Equation 2.95a)
does not consider that theorking fluid at the outlet of the turbine has a higher temperature (and
consequently a highexergy that may be used in thext component) in the actual process than in the
isentropic proces3he heaexchanger Hectivenesdails, forexample, to identify thexergy destruction
associated with the pressure drops of the gadtangemworking fluids.

Example 14
Evaluate theexergetic dficiency of the turbine in part (a) of Example Ir fg, = 298 K.

Solution The exergetic dficiency from Table 2.13is
W W
E-E rle-e)

€

Using Equations 2.88 and 2.89a, and noting that the cheetmgly at 1 and 2 cancels,
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TABLE 2.13 The Exergetic Efficiency for Selected Components at Steady State?

Gasifier or
Turbine or Extraction Compressor, Heat Combustion
Expander Turbine Pump, or Fan Exchanger® Mixing Unit Chamber Boiler
Flue
gas | 4
Hot stream 5
1 , Feed-
! 3 Hot water
: v . Oxidant Reacti § Main
w W o w Cold 2 —_— eaction —>"steam
Component 4 3 stream 2 ws Coal
3 T Cold Fuel | 3 = 7 Cold
2 ‘} 1 1 1 z reheat
3 Air e !:‘ot
2 Y 1 a4 -—2—>- g reheat
Ashl 3
EP w w EZ_EI EZ_EI E_z E3 (EG_E5)+(ES_E7)
E, E -, E -F, -E W E - E, E +E, E +E, (B +E)+ (B + B,
e w w E, - E E -E E; Ey (E() _E5)+(ES _E7)
E-E, E -E, -, W E -F, E +E, E +E, (E‘|+E‘_)—(E‘3+E‘4)

2 For discussion, see Bejan et al. (1996).

® This definition assumes that the purpose of the heat exchanger is to heat the cold stream (7,

following relations should be used: E, = E, - E;and E, = E| - F,.
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w

r'r{(hl - h2) - TO(Sl - 52)]

Since W = i(h, - h,),
W
€= — 7 —v
W + mTO(s2 ‘31)

Finally, using data from Example 1 asd= 6.8473 kJ/kg - K,

€= 30 MW
(162,357 kg 0k M 1MW O
30 MW + — 1298 K)(6.8473 — 6.6022
03600 s S( X )HkguKH%lo?' kJ/secH
- MW _ 0.9(90%)
(30 +3.29) MW

Exergy Costing

Sinceexergy measures the true thermodynawatues of thavork, heat, and other interactions between
the system and its surroundings as well as ffexteof irreversibilities within the systermexergy is a
rational basis for assigning costhis aspect of thermoeconomics is cakedgy costing.

Referring toFigure 2.16slowing a steam turbine-electric generator at steady state, the total cost to
produce the electricity anekiting steam equals the cost of the entering steam plus the coshioly
and operating theatlice. This isexpressed by theost rate balancéor the turbine-generator:

C,+C,=C,+Z (2.92a)
where Ce is the cost rate associated with the elecyridfl1 ard C2 are the cost rates associated with

the entering steam arekiting steam, respeieely, ard Z accounts for the cost rate associated with
owning and operating the system, eacimualizedn $ per yea

Ep ¢ W, co

--__..I_.....-.J

Ey, c;

FIGURE 2.16 Steam turbine/electric generator used to discxag)g costing.
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With exergy costing, the cost raﬁeCl, CZ, ard Ce areevaluated in terms of the associated rate of
exergy transfer and anit cost.Equation 2.92a then appears as

cW, +c,E, =cE +Z (2.92h)

The coéficientsc,, c,, andc, in Equation 2.92b denote tlaeragecost per unit oexergy for the
associatedxergy rate The unit costt, of the entering steamvould be obtained fronexergy costing
applied to the components upstream of the turlfissigning the same unit cost to tedting steam:
C, = ¢, on the basis that the purpose of the turbine-generator is to generate electricity and thus all costs
associated witbwning and operating the system should begddto the pwer, Equation 2.92b becomes

ce\/'\/e = cl(El - EZ) +2 (2.92¢)

The first term on the right side accounts for the cost of thexagly used and the second term accounts
for cost of the system itself. Introducing teeergetic dficiency from Table 2.13the unit cost of the
electricity is

c=44+7% (2.93)

This equation sbws, forexample, that the unit cost of electricitypuld increase if thexergetic dficiency
were to decreasawing to a deterioration of the turbine with use.
Example 15

A turbine-generator with agxergetic dficiency of 90% dvelops 7x 10/ kW - hr of electricity annuall
The annual cost alwning and operating the system is $2.5C. If the average unit cost of the steam
entering the system is $0.0165 per kW - he@fgy, evaluate the unit cost of the electncit

Solution.Substitutingvalues into Equation 2.93,

= $0.0165kWh .~ $2.5x 10° lyear
¢ 0.9 7 %107 kW Oh/year

=0.0183 +0.0036 = $0.0219/kW [h
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2.6 Vapor and Gas Power Cycles

Vapor and gasqwer systems @elop electrical or mechanicabywer from enegy sources of chemical,
sola, or nuclear origin. Irvapor power systems thevorking fluid normally wate, undegoes a phase
change from liquid tovapa, and caowversey. In gas power systems, thevorking fluid remains ajas
throughout, although the composition normatlyiesowing to the introduction of a fuel and subsequent
combustion The present section introducegpor and gasqwer systems. Further discussion isyided

in Chapter 8. Refrigeration systems are considered in Chapter 9.

The processes taking place iower systems are fficiently complicated that idealizations are
typically empbyed to evelop tractable thermodynamic moddlibeair standad analysisof gas pwer
systems considered later in the present section isewaornthy example. Depending on thesgtee of
idealization, such models mayogide only qualitaitze information about the performance of the corre-
sponding realworld systemsyet such information is frequently usefulgauging low changes in major
operating parameters mighffect actual performance. Elementary thermodynamic models can also
provide simple settings to assess, at least approxiyabel adantages and diseantages of features
proposed to immve thermodynamic performance.

Rankine and Brayton Cycles

In their simplest embodimentspor pwer and gas turbineoprer plants are representedieentionally

in terms of four components in series, forming, respelgt the Rankinecycle and the Braytooycle
shown schematically ri Table 2.14 The thermodynamically ideal counterparts of thegeles are
composed of four internallyeversible processes in seriesptisentropic processes alternated witio t
constant pressure processesble 2.14provides property diagrams of the actual and corresponding ideal
cycles. Each actualycle is denoted 1-2-3-4-1; the idegicle is 1-2s-3-4s-1For simplicity, pressure
drops through the boilecondense and heaexchangers are not elwn. Invoking Equation 2.29 for the
ideal cycles, the heat added per unit of mewing is represented by the angaderthe isobar from
state 2s to state 3: area a-2s-3-fit@ heat rejected is the angaderthe isobar from state 4s to state
1: area a-1-4s-b-a. Enclosed area 1-2s-3-4s-1 represents the net heat added per unftoofimyass
For any power cycle, the net heat added equals thewmk done.

Expressions for the principal egg transfers stwn on the schematics dable 2.14are povided by
Equations 1 to 4 of the tabl€hey are obtained by reducing Equation 2.27a with the assumptions of
negligible heat loss andegligible changes in kinetic and potential egyefrom the inlet to the outlet
of each componendll quantities are posite in the directions of the aws on the figure. Using these
expressions, the thermalfieiency is

n= (m—hgj:ﬁhz-m) (2.94)

To obtain the thermalficiency of the idealcycle, h, replacesh, andh,, replacesh, in Equation 2.94.
Decisions concerningycle operating conditions normally recognize that the therffialezcy tends
to increase as thaverage temperature of heat addition increases and/or the temperature of heat rejection
decreases. In the Rankimgcle, a highaverage temperature of heat addition can beeaedi by
superheating theapor prior to entering the turbine, and/or by operating atevatetl steam-generator
pressure. In the Braytorycle an increase in the compressor pressure pgho tends to increase the
average temperature of heat addition. Owing to materials limitationseaited temperatures and
pressures, the state of twerking fluid at the turbine inlet must obsgerpractical limits, bwever. The
turbine inlet temperature of the Braytoycle, forexample, is controlled by pviding air far in excess
of what is required for cobustion. In a Rankineycle usingwater as thavorking fluid, a bw temperature
of heat rejection is typically aasvied by operating the condenser at a pressumvlielatm To reduce
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TABLE 2.14 Rankine and Brayton Cycles

Rankine Cycle Brayton Cycle

Qin

1Heat exchanger

Compressor Turbine

Wp f=—{><> Pump @e K/Vt

chc le

e - =W, - W,
————: Heat exchanger:————
Y Qout out
T

1 1 1 1

a b s a b 8
VW\ZQ: mh,-h)  (>0) @
Q, = ﬁ‘(hs - hz) (>0) @
W =m(h,-h,)  (>0) ©)
Qou! = m(hl - h4) (> O) (4)

erosion and wear by liquid droplets on the blades of the Rankine cycle steam turbine, at least 90%
quality should be maintained at the turbine exjt> 0.9.

The back work ratig bwr, is the ratio of the work required by the pump or compressor to the work
developed by the turbine:

h, -
h3_h4

=y

bwr = (295)
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As a relaively high specificrolumevaporexpands through the turbine of the Rankigele and a much
lower specificvolume liquid is pumped, the backork ratio is characteristically quitew/ in vapor
power plants — in miay cases on the order of 1 to 2%. In the Brayyrie, fowever, both the turbine
and compressor handle a relaty high specifiozolume gas, and the back ratio is muaigédg typically
40% or more.

The dfect of friction and other iaversibilities for fow-through turbines, compressors, and pumps is
commonly accounted for by an approprieentopic efficieng. The isentropic turbinefciency is

n, = h—h, (2.95a)
h3 - h4s
The isentropic compressoffieiency is
n, =N (2.95b)
h, -h

In the isentropic pumpficiency, n,, which tkes the same form as Equation 2.95b, the numerator is
frequently approximated via Equation 2.38ch,— h, = v;Ap, whereAp is the pressure rise across the
pump.

Simple gas turbinegver plants difer from the Braytortycle model in significant respects. In actual
operation,excess air is continuously @avn into the compressowhere it is compressed to a higher
pressure; then fuel is introduced and bastion occurs; finally the mixture of cémrstion products and
air expands through the turbine and is subsequently digetiao the surroundingéccordingly, the
low-temperature heaxchanger sbwn by a dashed line in the Braytoycle schematic foTable 2.14
is not an actual componetut included only to account formally for the cooling in the surroundings
of the hot gas discinged from the turbine.

Another frequently empyed idealization used witljgs turbine pwer plants is that of aair-standad
analysis.An air-standard analysisnolves o major assumptions: (1) asoem by the Braytorcycle
schematic bTable 2.14the temperature rise thabuld be brought about by cdmmstion is éected
instead by a heat transfer from external source; (2) theorking fluid throughout theycle is a,
which befaves as an idegas. In acold air-standard analysis the spiéciheat ratid for air is t&ken as
constant. Equations 1 to 6 Table 2.7together with data firm Table A.8 apply generally to aistandard
analyses. Equations 1o 6 of Table 2.7apply to cold aistandard analyses, as does theofdlig
expression for the turbineoprer obtained fron Table 2.1(Equation 27¢):

e (2.96)

. .k K-
W = m%[l-(m/pa)(

(Equation 2.96 also corresponds to Equatioof Jable 2.8whenn = k.) An expression similar in form
can be written for thegwer required by the compresso

For the simple Rankine and Braytoytles d Table 2.14he results of sample calculations amvjated
in Table 2.15The Braytoncycle calculations are on amr-atandard analysis basis.

Otto, Diesel, and Dual Cycles

Although mostgas turbines are also internal dammstion engines, the name is usually resérto
reciprocatinginternal conbustion engines of the type commonly used in automobiles, truckbuaasl.

Two principal types of reciprocating internal dawstion engines are thepark-ignitionengine and the
compession-ignitionengine. In a spark-ignition engine a mixture of fuel and air is ignited by a spark
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TABLE 2.15 Sample Calculationsfor the Rankine and Brayton Cycles 6 Table 2.14

Rankine Cycle

Given data: p, = p, = 8 kPa (saturated liquid at 1)
T, = 480°C (superheatedapor at 3)
P, =ps = 8 MPa
W, =100 MW
Idealcycle:n, = n, = 100%
Actual cycle: n, = 85%,n, = 70%

Parameter Ideal Cycle Actual Cycle
X, 0.794 0.873
h, (k¥ kg) 181.9 185.4
m (kg/h) 2.86 x 10° 3.8 x 10
n (%) 39.7 33.6
Q,, (MW) 151.9 197.6
Eq,out (MW)® 8.2 10.7

hys= h; +v,Ap
b Equation 2.86 With, = 298 K, T, = T.,, (8 kPa) = 315 K

Brayton Cycle

Given data: p, =p, =1 bar

p, = p; = 10 bar

T, = 1400 K

Ne =N = 100%

Cold Air-Standard Analysis
Parameter Air-Standard Analysis k=14

T2 (K) 574.1 579.2
T, (K) 787.7 725.1
W, /m (kJkg) 427.2 397.5
n (%) 457 48.2
bwr 0.396 0.414

plug. In a compression ignition engine air is compressed to a high-enough pressure and temperature that
combustion occurs spontaneously when fuel is injected.

In afour-strokeinternal conbustion engine, a pistoexecutes four distinct stkes within acylinder
for every wo revolutions of the crankshaftigure 2.7 gives a pressure-displacement diagram as it
might be displayed electronicalWith the intke valve open, the piston rkas anintake stoketo draw
a fresh chagye into thecylinder. Next, with bothvalves closed, the piston unidees a&compession soke
raising the temperature and pressure of thegehA combustion process is then initiated, resulting in
a high-pressure, high-temperatgaes mixture A powerstrdke follows the compression ske, during
which the gas mixturexpands andvork is done on the pistoifhe piston therexecutes arexhaust
stroke in which theburned gases are med from thecylinder through the opeexhaustvalve. Smaller
engines operate omwo-stoke cycles. In wo-strdke engines, the inka, compressiorexpansion, and
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FIGURE 2.17 Pressure-displacement diagram for a reciprocating internal combustion engine.

exhaust operations are accomplished in one revolution of the crankshaft. Although internal combustion
engines undergmechanicakycles, the cylinder contents do not executeemmodynamicycle, since
matter is introduced with one composition and is later discharged at a different composition.

A parameter used to describe the performance of reciprocating piston engineséatheffective
pressureor mep. The mean effective pressure is the theoretical constant pressure that, if it acted on the
piston during the power stroke, would produce the saeteork as actually developed in one cycle.

That is,

_ net work for one cycle
displacement volume

(2.97)

where the displacement volume is the volume swept out by the piston as it moves from the top dead
center to the bottom dead center. For two engines of equal displacement volume, the one with a higher
mean effective pressure would produce the greater net work and, if the engines run at the same speed,
greater power.

Detailed studies of the performance of reciprocating internal combustion engines may take into account
many features, including the combustion process occurring within the cylinder and the effects of
irreversibilities associated with friction and with pressure and temperature gradients. Heat transfer
between the gases in the cylinder and the cylinder walls and the work required to charge the cylinder
and exhaust the products of combustion also might be considered. Owing to these complexities, accurate
modeling of reciprocating internal combustion engines normally involves computer simulation.

To conducklementarythermodynamic analyses of internal combustion engines, considerable simpli-
fication is required. A procedure that allows engines to be stuglialitativelyis to employ arair-
standard analysi®iaving the following elements: (1) a fixed amount of air modeled as an ideal gas is
the system; (2) the combustion process is replaced by a heat transfer from an external source and generally
represented in terms of elementary thermodynamic processes; (3) there are no exhaust and intake
processes as in an actual engine: the cycle is completed by a constant-volume heat rejection process;
(4) all processes are internally reversible.

The processes employed in air-standard analyses of internal combustion engines are selected to
represent the events taking place within the engine simply and mimic the appearance of observed
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pressure-displacement diagrams. In addition to the consilumhe heat rejection notedepiously, the
compression sti@ and at least a portion of thewer strke are caventionally t&en as isentropid he
heat addition is normally considered to occur at const@inine, at constant pressure, or at constant
volume followed by a constant pressure process, yielding, ragplycthe Otto, Diesel, and Dleycles
shown in Table 2.16

Reducing the closed system emebalance, Equation 2.8jvgs the folbwing expressions for heat
andwork applicable in each caseasn in Table 2.16

%:ul_uz (<0)

%:u—u >0
4

3

Q41 —

TS Woy, (<0)

Table 2.16provides additionaéxpressions fowork, heat transfeand thermal ficiency identified with
each case indidually. The thermal Hiciency, evaluated from Equation 2.9,kes the form

_;_[Qu/m

175" g m

Equations 1 to 6forable 2.7together with data fro Table A.8, apply generally to aistandard analyses.
In acold air-standard analysis the spiéciheat ratidk for air is té&ken as constant. Equatiorfstd 6 of
Table 2.7apply to cold aistandard analyses, as does Equationf Table 2.8 with n = k for the
isentropic processes of thegeles.

Referring b Table 2.16the ratiov,/v, is thecompession ratiof. For the Diesetycle, the ratios/v,
is thecutoff ratiq r.. Figure2.18 shows thevariation of the thermalficiency with compression ratio
for an Ottocycle and Diesetycles taving cutdf ratios of 2 and 3The cuwes are determined on a cold
air-standard basis witk = 1.4 using the foliwing expression:

1 Urk-10
n=1-—507/"0 (constantk) (2.98)
A=

where the Ottaycle corresponds t = 1.

As all processes are internallgversible, areas on thev and T-s diagrams 6 Table 2.16can be
interpreted, respdekely, aswork and heat transfelnvoking Equation 2.10 and referring toetp-v
diagrams, the areas under process 3-4 of thed@dte, process 2-3-4 of the Diessicle, and process
x-3-4 of the Duakycle represent theiork done by theyas during the @wer strde, per unit of mass.
For eachcycle, the area under the isentropic process 1-2 representsritheone on thgas during the
compression stk@, per unit of mas§he enclosed area of eagfcle represents the nebrk done per
unit massWith Equation 2.15 and referring toetfi-s diagrams, the areas under process 2-3 of the Otto
and Diesekycles and under process 2-x-3 of the Duyale represent the heat added per unit of mass.
For eachcycle, the area under the process 4-1 represent the heat rejected per unit thenasslosed
area of eacleycle represents the net heat added, which equals theorietione, each per unit of mass.
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TABLE 2.16 Otto, Diesel, and Dual Cycles

¥8-C

(a) Otto Cycle

(b) Diesel Cycle

(c) Dual Cycle

P
T
s s
W, W, W,
n?: =0 n?: = pz(va_VZ) r.:]x =0, %:Ux_uz
W,
%zuz_uz QT.::hz_hz nxi :p}(v3 VZ)’ Qr: :hz_h
u u u, —u u, —u
=1 4 1 =1 4 1 n=1- 4 1
i u, —u, 1 h, -h, (ux_uz)"'(hz_hx)
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FIGURE 2.18 Thermal éficiency of the cold atstandard Otto and Dieseycles,k = 1.4.

Carnot, Ericsson, and Stirling Cycles

Three thermodynamigycles thatexhibit the Carnot #iciency (Equation 2.12) are the Carnot, Ericsson,
and Stirlingcycles slown in Figure 2.19 Each case representsemersible mwer cycle in which heat

is added from aexternal source at a constant temperalyrérocess 2-3) and rejected to the surround-
ings at a constant temperaturg (process 4-1). Carnai/cles can be configured both epor pwer
cycles and asycles executed by a gas in a pistoplinder assembly (see, e.g., Moran and Shapiro,
1995). Carnotycles also can bexecuted in systems where a capacitor isgeth and dischiged, a
paramagnetic substance is magnetized and demagnetized, and iwagtheRgardless of the type of
device and thewvorking substance used, the Carogtle dways has the same four internaléyersible
processes in seriesva isentropic processes alternated witlo isothermal processes.

The Ericsson and Stirlingycles also consist of four internallgversible processes in series: heating
from state 1 to state 2 (at constant pressure in the Ericgslenand at constanblume in the Stirling
cycle), isothermal heating from state 2 to state 3 at temperBiu®oling from state 3 to state 4 (at
constant pressure in the Ericssyele and at constanolume in the Stirlingeycle), and isothermal
cooling from state 4 to state 1 at temperafiyredn ideal egenerator atiws the heat input required for
process 1-2 to be obtained from the heat rejected in procegsc8etdingly, as in the Carnatycle all
the heat addeexternally occurs al, and all of the heat rejected to the surroundings occurs. at

The Ericsson and Stirlingycles are principally of theoretical interest @amples ofcycles that
exhibit the same thermaffeciency as the Carnatycle: Equation 2.12. élvever, a practical engine of
the pistoneylinder type that operates on a closegeneratve cycle having features in common with
the Stirlingcycle has been under study in recent yeBngs engine, kawn as theStirling engine offers
the opportunity for highféiciency together with reduced emissions from dmstion products because
the conbustion t&es placesxternally and not within theylinder as in internal cobustion engines. In
the Stirling engine, emgy is transferred to theorking fluid from products of cobustion, which are
kept separate. It is axternalconmbustion engine.
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FIGURE 2.19 (A) Carnot, (B) Ericsson, and (C) Stirling cycles.
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2.7 Guidelines for Improving Thermodynamic Effectiveness

Thermal design frequently aims at the most effective system from the cost viewpoint. Still, in the cost
optimization process, particularly of complex energy systems, it is often expedient to begin by identifying

a design that is nearly optimal thermodynamically; such a design can then be used as a point of departure
for cost optimization. Presented in this section are guidelines for improving the use of fuels (natural
gas, oil, and coal) by reducing sources of thermodynamic inefficiency in thermal systems. Further
discussion is provided by Bejan et al. (1996).

To improve thermodynamic effectiveness it is necessary to deal directly with inefficiencies related to
exergy destruction and exergy loss. The primary contributors to exergy destruction are chemical reaction,
heat transfer, mixing, and friction, including unrestrained expansions of gases and liquids. To deal with
them effectively, the principal sources of inefficiency not only should be understood qualitatively, but
also determined quantitatively, at least approximately. Design changes to improve effectiveness must be
done judiciously, however, for the cost associated with different sources of inefficiency can be different.
For example, the unit cost of the electrical or mechanical power requingehicle for the exergy
destroyed owing to a pressure drop is generally higher than the unit cost of the fuel required for the
exergy destruction caused by combustion or heat transfer.

Since chemical reaction is a significant source of thermodynamic inefficiency, it is generally good
practice to minimize the use of combustion. In many applications the use of combustion equipment such
as boilers is unavoidable, however. In these cases a significant reduction in the combustion irreversibility
by conventional means simply cannot be expected, for the major part of the exergy destruction introduced
by combustion is an inevitable consequence of incorporating such equipment. Still, the exergy destruction
in practical combustion systems can be reduced by minimizing the use of excess air and by preheating
the reactants. In most cases only a small part of the exergy destruction in a combustion chamber can be
avoided by these means. Consequently, after considering such options for reducing the exergy destruction
related to combustion, efforts to improve thermodynamic performance should focus on components of
the overall system that are more amenable to betterment by cost-effective conventional measures. In
other wordssome exergy destructions and energy losses can be avoitleds cannot. Efforts should
be centered on those that can be avoided.

Nonidealities associated with heat transfer also typically contribute heavily to inefficiency. Accord-
ingly, unnecessary or cost-ineffective heat transfer must be avoided. Additional guidelines follow:

« The higher the temperatuiieat which a heat transfer occurs in cases whereT,, whereT,
denotes the temperature of the environment (Section 2.5), the more valuable the heat transfer and,
consequently, the greater the need to avoid heat transfer to the ambient, to cooling water, or to a
refrigerated stream. Heat transfer acrggshould be avoided.

* The lower the temperaturE at which a heat transfer occurs in cases wiiereT,, the more
valuable the heat transfer and, consequently, the greater the need to avoid direct heat transfer with
the ambient or a heated stream.

¢ Since exergy destruction associated with heat transfer between streams varies inversely with the
temperature level, the lower the temperature level, the greater the need to minimize the stream-
to-stream temperature difference.

« Avoid the use of intermediate heat transfer fluids when exchanging energy by heat transfer between
two streams

Although irreversibilities related to friction, unrestrained expansion, and mixing are often secondary
in importance to those of combustion and heat transfer, they should not be overlooked, and the following
guidelines apply:

« Relatively more attention should be paid to the design of the lower temperature stages of turbines
and compressors (the last stages of turbines and the first stages of compressors) than to the
remaining stages of these devices.
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« For turbines, compressors, and motors, consider the most thermodynamically efficient options.

« Minimize the use of throttling; check whether power recovery expanders are a cost-effective
alternative for pressure reduction.

< Avoid processes using excessively large thermodynamic driving forces (differences in temperature,
pressure, and chemical composition). In particular, minimize the mixing of streams differing
significantly in temperature, pressure, or chemical composition.

« The greater the mass rate of flow, the greater the need to use the exergy of the stream effectively.
« The lower the temperature level, the greater the need to minimize friction.

Flowsheetingor process simulatiosoftware can assist efforts aimed at improving thermodynamic
effectiveness by allowing engineers to readily model the behavior of an overall system, or system
components, under specified conditions and do the required thermal analysis, sizing, costing, and
optimization. Many of the more widely used flowsheeting programs: ASPEN PLUS, PROCESS, and
CHEMCAD are of thesequential-modulatype. SPEEDUP is a popular program of ¢éggiation-solver
type. Since process simulation is a rapidly evolving field, vendors should be contacted for up-to-date
information concerning the features of flowsheeting software, including optimization capabilities (if
any). As background for further investigation of suitable software, see Biegler (1989) for a survey of
the capabilities of 15 software products.
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